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Abstract—We study the effect of phase noise in filter bank
modulation systems. In particular, we analyze the FMT (Filtered
Multitone) and the DMT (Discrete Multitone) system. While
DMT uses a rectangular shape sub-channel pulse, the FMT
system uses a frequency confined pulse. Approximated symbol
error rate expressions for M-PSK and M-QAM constellations are
derived for two types of receivers: the non-coherent receiver, and
the one-tap coherent receiver. The results show that FMT with a
root-raised-cosine pulse has some more robustness to phase noise
w.r.t. DMT, although both systems are affected by phase noise
especially with high order modulation.

Index Terms—DMT modulation, FMT modulation, Phase
Noise, Common Phase Error, OFDM.

I. INTRODUCTION

WE study the effect of phase noise due to non ideal
oscillators in filter bank (FB) modulation systems. In

particular, we analyze the FMT (Filtered Multitone) system
[1]-[2] and the DMT (Discrete Multitone) system that is
also referred to as orthogonal frequency division multiplexing
(OFDM) [3]. FMT is a discrete-time implementation of multi-
carrier modulation that uses uniformly spaced sub-carriers and
identical sub-channel pulses. DMT can be viewed as an FMT
scheme that deploys rectangular time domain filters. While
DMT privileges the time confinement of the sub-channel
pulse, in FMT the pulse design privileges the frequency con-
finement. For instance, a root-raised-cosine pulse, or customly
designed low pass finite impulse response filters [4], or short
duration orthogonal pulses [5], can be used in FMT.

Although FB modulation systems are robust to channel
frequency selectivity, they are sensitive to fast channel time
variations [6], as well as to carrier frequency offsets and phase
noise (PN). An extensive literature exists on the performance
analysis of multicarrier systems in the presence of phase noise,
e.g., [7]-[11]. However, at the best of our knowledge, most of
the work considers the DMT scheme where the phase noise
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Fig. 1: Filter bank modulation scheme including the phase
noise.

introduces a phase shift on the signal of interest often referred
to as CPE, as well as inter-channel (ICI) interference due to the
loss of sub-channel orthogonality. In [7]-[8] the authors focus
on the CPE effects and analyze the performance considering a
one-tap equalizer. In [9] the ICI component is also considered
and an approach for its mitigation is proposed. Some early
work on the capacity comparison between DMT and FMT in
the presence of PN was done in [10] although it was limited
to simulation results. Preliminary error rate comparisons of
DMT and FMT with PN were reported in [11].

In this letter, we provide a general framework to the analysis
of the CPE and the interference components, i.e., the inter-
symbol interference (ISI) and the ICI, in FB modulation.
We focus the analysis on the FMT and DMT systems. We
propose approximated expressions of the symbol error rate
for M-PSK and M-QAM constellations with both a non-
coherent and a one-tap coherent receiver (equalizer), using a
stationary model for the PN impairment process and under the
Gaussian interference assumption. Several simulation results
are reported to validate the theoretical results.

This letter is organized as follows. In Section II, we describe
the system model. In Section III, we study the CPE. In Section
IV, we compute the power of the ISI plus ICI as a function
of the system parameters. In Section V, the symbol error rate
is studied, while numerical results are reported in Section VI.
Then, the conclusions follow.

II. FILTER BANK MODULATION SCHEME

We consider a FB scheme as depicted in Fig. 1 where the
discrete-time transmitted signal at the output of the synthesis
FB, 𝑥(𝑛), is obtained by the modulation of 𝐾 data streams at
low rate 𝑎(𝑘)(𝑁𝑛), with 𝑘 ∈ {0, ⋅ ⋅ ⋅ ,𝐾 − 1}, that belong to
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a constellation signal set, e.g., PSK or QAM. The transmitted
signal can be written as

𝑥(𝑛) =

𝐾−1∑
𝑘=0

∑
ℓ∈ℤ

𝑎(𝑘)(𝑁ℓ)𝑔(𝑘)(𝑛−𝑁ℓ), (1)

where 𝑁 ≥ 𝐾 is the sample/interpolation factor and ℤ in
the set of integer numbers. According to (1), the signals
𝑎(𝑘)(𝑁𝑛) are upsampled by a factor 𝑁 and filtered by the
modulated pulses 𝑔(𝑘)(𝑛) = 𝑔(𝑛)𝑒𝑗

2𝜋
𝐾 𝑘𝑛, where 𝑔(𝑛) is the

prototype pulse. Then, the sub-channel signals are summed
and transmitted over the channel.

The phase noise introduces a multiplicative distortion
𝜔(𝑛) = 𝑒𝑗𝜙(𝑛) to the transmitted signal 𝑥(𝑛), where the
random process 𝜙(𝑛) is the phase noise whose statistical
model is defined below. We furthermore consider an ideal
propagation media to better understand the impact of the
phase noise process on a FB system. The received signal
is passed through an analysis FB with pulses ℎ(𝑘)(𝑛). The
sub-channel outputs of the FB are sampled by a factor 𝑁 .
If we define the equivalent (time variant) impulse response
between the input sub-channel 𝑘 and the output sub-channel
𝑖 as 𝑔(𝑖,𝑘)𝑒𝑞 (𝑁𝑚,𝑁ℓ) =

∑
𝑛 𝑔

(𝑘)(𝑛−𝑁ℓ)ℎ(𝑖)(𝑁𝑚− 𝑛)𝜔(𝑛),
the analysis FB signal output, for sub-channel 𝑖, can be written
as

𝑧(𝑖)(𝑁𝑚) = 𝑔(𝑖,𝑖)𝑒𝑞 (𝑁𝑚,𝑁𝑚) 𝑎(𝑖)(𝑁𝑚)

+
∑

ℓ∈ℤ, ℓ ∕=𝑚
𝑎(𝑖)(𝑁ℓ)𝑔(𝑖,𝑖)𝑒𝑞 (𝑁𝑚,𝑁ℓ)

+

𝐾−1∑
𝑘=0, 𝑘 ∕=𝑖

∑
ℓ∈ℤ

𝑎(𝑘)(𝑁ℓ)𝑔(𝑖,𝑘)𝑒𝑞 (𝑁𝑚,𝑁ℓ) + 𝑤(𝑖)(𝑁𝑚)

=𝑆(𝑖)(𝑁𝑚) + 𝐼(𝑖)(𝑁𝑚) + 𝑤(𝑖)(𝑁𝑚), (2)

where the signal of interest is denoted with 𝑆(𝑖)(𝑁𝑚) (first
term in (2)), while the inter-symbol plus inter-channel inter-
ference is denoted with 𝐼(𝑖)(𝑁𝑚) (second and third term in
(2)). The interference is a function of both the prototype pulse
and the phase-noise process. Furthermore, 𝑤(𝑖)(𝑁𝑚) is the
additive Gaussian noise contribution.

The phase noise process 𝜙(𝑛) can be assumed to be a
stationary Gaussian process with zero mean and periodic
power spectral density (PSD)

𝑅𝜙(𝑓) =
∑
𝑛∈ℤ

�̂�𝜙(𝑓 − 𝑛), (3)

�̂�𝜙(𝑓) = 10−𝑐𝜙 +

{
10−𝑎𝜙 ∣𝑓 ∣ ≤ 𝑓𝜙1

10
−(∣𝑓 ∣−𝑓𝜙1

)
𝑏𝜙

𝑓𝜙2
−𝑓𝜙1

−𝑎𝜙 ∣𝑓 ∣ ≥ 𝑓𝜙1 ,

according to the model already used in [7], [11]. This PSD
model allows us to describe a wide class of commercial
oscillators. The coefficient 𝑐𝜙 determines the noise floor, while
𝑏𝜙 defines the slope, 𝑎𝜙 and 𝑓𝜙1 establishes the white phase
noise region, and finally 𝑓𝜙2 is the frequency where the noise
floor is dominant (Fig. 2a). If we assume the PN variance 𝜎2𝜙
to be small, i.e., 𝜎2𝜙 << 1, the term 𝜔(𝑛) can be rewritten
using Taylor series expansion as

𝜔(𝑛) = 𝑒𝑗𝜙(𝑛) ≈ 1 + 𝑗𝜙(𝑛). (4)

With this approximation that we use throughout this letter,
𝜔(𝑛) can be assumed to be stationary with PSD 𝑅𝜔(𝑓) =∑
𝑛 𝛿(𝑓 − 𝑛) + 𝑅𝜙(𝑓) and correlation 𝑟𝜔(𝑛1 − 𝑛2) =

Fig. 2: (a) - Phase noise PSD models with system transmission
bandwidth 𝐵 = 10𝑀𝐻𝑧. PSD 1 has parameters 𝑓1𝐵 =
10 𝑘𝐻𝑧, 𝑓2𝐵 = 100 𝑘𝐻𝑧, 𝑎 = 6.5, 𝑏 = 4 and 𝑐 = 10.5;
PSD 2 has parameters 𝑓1𝐵 = 20 𝑘𝐻𝑧, 𝑓2𝐵 = 200 𝑘𝐻𝑧,
𝑎 = 6.5, 𝑏 = 3 and 𝑐 = 9.5.
(b) - PSD of the CPE considering DMT and FMT, and the
PSD 2 model. The parameters are 𝐾 = 64, 𝑁 = 80, and the
rrc filter has a roll off factor 0.2 and length 𝐿𝑔 = 12𝑁 .

𝐸[𝜔(𝑛1)𝜔
∗(𝑛2)] that is obtained via the inverse Fourier trans-

form of the periodic PSD 𝑅𝜔(𝑓). Thus, there is a straightfor-
ward relation between the processes 𝜙(𝑛) and 𝜔(𝑛).

III. COMMON PHASE ERROR ANALYSIS

In the signal of interest 𝑆(𝑖)(𝑁𝑚) in (2), the trans-
mitted data symbol 𝑎(𝑖)(𝑁𝑚) is weighted by the factor
𝑔
(𝑖,𝑖)
𝑒𝑞 (𝑁𝑚,𝑁𝑚) =

∑
𝑛 𝑔(𝑛 − 𝑁𝑚)𝜔(𝑛)ℎ(𝑁𝑚 − 𝑛). We

denote the phase of this weighting factor with Θ(𝑁𝑚) =

∠(𝑔(𝑖,𝑖)𝑒𝑞 (𝑁𝑚,𝑁𝑚)), and we refer to it as Common Phase
Error (CPE) [7] since it is identical for all the sub-channels.
The CPE introduces a random phase rotation on the transmit-
ted symbols. In this section, we analyze the CPE as a function
of the prototype pulse deployed in the FB.

Assuming the model in (4) and with
∑
𝑛 𝑔(𝑛)ℎ(−𝑛) = 1,

we can approximate the data symbol weighing factor as

𝑔(𝑖,𝑖)𝑒𝑞 (𝑁𝑚,𝑁𝑚) ≈ 1 + 𝑗
∑
𝑛

𝑔(𝑛−𝑁𝑚)ℎ(𝑁𝑚− 𝑛)𝜙(𝑛).
(5)

Furthermore, since Θ(𝑁𝑚) ≈ ℑ[𝑔(𝑖,𝑖)𝑒𝑞 (𝑁𝑚,𝑁𝑚)] (exploiting
the Taylor series expansion of the 𝑎𝑟𝑐𝑡𝑎𝑛(⋅) function), we
obtain

Θ(𝑁𝑚) ≈
∑
𝑛∈ℤ

𝑔(𝑛−𝑁𝑚)ℎ(𝑁𝑚− 𝑛)𝜙(𝑛). (6)

Finally, the weighting factor can be approximated as
𝑔
(𝑖,𝑖)
𝑒𝑞 (𝑁𝑚,𝑁𝑚) ≈ 1 + 𝑗Θ(𝑁𝑚) ≈ 𝑒𝑗Θ(𝑁𝑚).
Now, if we define 𝑔−(𝑛) = 𝑔(−𝑛), the CPE is obtained by

the convolution of the PN process with the pulse 𝑔−(𝑛) ℎ(𝑛),
i.e., Θ(𝑁𝑚) = [(𝑔− ℎ) ∗ 𝜙] (𝑁𝑚), where ∗ denotes convo-
lution. It follows that the PSD of the CPE can be written as

𝑅Θ(𝑓) =

𝑁−1∑
𝑛=0

�̂�Θ(𝑓 − 𝑛
𝑁

),

�̂�Θ(𝑓) = ∣(𝐺− ∗𝐻)(𝑓)∣2 𝑅𝜙(𝑓), (7)

where we denote with 𝐺−(𝑓) and 𝐻(𝑓) the discrete time
Fourier transform (DTFT) of the pulses 𝑔−(𝑛) and ℎ(𝑛), e.g.,
𝐹 [ℎ(𝑛)] = 𝐻(𝑓) =

∑
𝑛 ℎ(𝑛)𝑒

−𝑗2𝜋𝑓𝑛.
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For certain choices of the prototype pulse, it is possible
to derive (7) in closed form. For example, if we consider
the DMT system with 𝐾 sub-channels and with cyclic pre-
fix (CP) of length 𝑁 − 𝐾 samples, the synthesis/analysis
prototype pulses are 𝑔(𝑛) = 1√

𝐾
𝑟𝑒𝑐𝑡(𝑛/𝑁) and ℎ(𝑛) =

1√
𝐾
𝑟𝑒𝑐𝑡(−𝑛/𝐾), where we have defined the rectangular

function as 𝑟𝑒𝑐𝑡(𝑛/𝐾) = 1 for 𝑛 ∈ {0, ⋅ ⋅ ⋅ ,𝐾 − 1},
and as 0 elsewhere. Since 𝑔−(𝑛)ℎ(𝑛) = 1

𝐾 𝑟𝑒𝑐𝑡(−𝑛/𝐾),
and considering that the DTFT of 𝑟𝑒𝑐𝑡(𝑛/𝐾) is equal to
𝑒−𝑗𝜋𝑓(𝐾−1) 𝑠𝑖𝑛(𝜋𝑓𝐾)

𝑠𝑖𝑛(𝜋𝑓) , �̂�Θ in (7) can be rewritten as

�̂�𝐷𝑀𝑇Θ (𝑓) =

∣∣∣∣ 1𝐾 𝑠𝑖𝑛(𝜋𝑓𝐾)

𝑠𝑖𝑛(𝜋𝑓)

∣∣∣∣
2

𝑅𝜙(𝑓). (8)

Analogously, considering an FMT system deploying a root
raised cosine (rrc) prototype pulse [12], with 𝐾 sub-channels
and oversampling factor 𝑁 , we have that (7) can be written
as

�̂�𝐹𝑀𝑇,𝑟𝑟𝑐Θ (𝑓) =
∣∣∣𝐹 [𝑟𝑟𝑐2 ( 𝑛

𝑁

)
]
∣∣∣ (9)

The DTFT of the square of the rrc pulse in (9) cannot be
expressed in a closed form except when the roll-off factor is
set to 0, i.e., when the rrc pulse corresponds to the sinc pulse
defined as 𝑠𝑖𝑛𝑐(𝑛) = 𝑠𝑖𝑛(𝜋𝑛)

𝜋𝑛 . In such a case the prototype
pulses are 𝑔(𝑛) = ℎ(−𝑛) = 1√

𝑁
𝑠𝑖𝑛𝑐(𝑛/𝑁). Now, the DTFT

of 𝑔−(𝑛)ℎ(𝑛) = 1
𝑁 𝑠𝑖𝑛𝑐

2(𝑛/𝑁) is equal to
∑
𝑘 Λ(𝑁𝑓 − 𝑘)

where we have defined the triangle function as Λ(𝑓) = 1−∣𝑓 ∣,
if ∣𝑓 ∣ < 1, and as 0 elsewhere. Thus, for the FMT system
deploying a sinc prototype pulse �̂�Θ in (7) is equal to

�̂�𝐹𝑀𝑇,𝑠𝑖𝑛𝑐Θ (𝑓) = ∣
∑
𝑘∈ℤ

Λ(𝑁𝑓 − 𝑘)∣2 𝑅𝜙(𝑓). (10)

The analysis of (10) reveals that the PSD �̂�𝐹𝑀𝑇,𝑠𝑖𝑛𝑐Θ is per-
fectly set to zero outside the normalized band 2/𝑁 , differently
from �̂�𝐷𝑀𝑇Θ in (8) where the white component of the phase
noise gives a contribution to the CPE power. In Fig. 2b, we
report the PSD of the CPE for both DMT and FMT, and we
show that FMT has higher rejection to the CPE due to the sub-
channel frequency confinement. As an example, we evaluate
the CPE power derived from (7) with 𝐾 = {64, 256, 1024},
𝑁 = 5/4𝐾 , and the PSD 2 model of Fig. 2a. The CPE
power, in 𝑑𝐵, is respectively equal to {−16.1,−19.5,−25.2}
for DMT, {−17.0,−21.2,−27.3} for FMT deploying a rrc
pulse with roll-off factor 0.2 and filter length 𝐿𝑔 = 12𝑁 , and
{−17.4,−21.8,−27.8} for FMT deploying a sinc pulse. The
advantage of FMT w.r.t. DMT in terms of coping with the
CPE gets larger as the number of sub-channels increases.

IV. ANALYTICAL EVALUATION OF THE ISI AND ICI
POWER

We now evaluate the power of the signal of interest and
of the interference components defined in (2). We assume the
data symbols to be i.i.d. with zero mean, with average power
𝜎2𝑎, and the model in (4) for 𝜔(𝑛) so that the received signal
(2) is stationary. Thus, the total average power of the received
signal at time instant 𝑁𝑚 = 0 for sub-channel of index 𝑖,
reads

𝑀 (𝑖)
𝑧 = 𝜎2𝑎

𝐾−1∑
𝑘=0

∑
ℓ∈ℤ

𝐸[∣𝑔(𝑖,𝑘)𝑒𝑞 (0, 𝑁ℓ)∣2]. (11)

Since 𝑔(𝑖,𝑘)𝑒𝑞 (0, 𝑁ℓ) =
∑
𝑛 𝑔

(𝑘)(𝑛−𝑁ℓ)ℎ(𝑖)(−𝑛)𝜔(𝑛), if we
define the product filter response 𝑔ℎ(𝑖,𝑘)(𝑁ℓ, 𝑛) = 𝑔(𝑘)(𝑛 −
𝑁ℓ)ℎ(𝑖)(−𝑛), we will obtain the following relation

𝐸[∣𝑔(𝑖,𝑘)𝑒𝑞 (0, 𝑁ℓ)∣2] =
∑

𝑛1,𝑛2∈ℤ

𝑔ℎ(𝑖,𝑘)(𝑁ℓ, 𝑛1)𝑟𝜔(𝑛1 − 𝑛2)

× 𝑔ℎ(𝑖,𝑘)∗(𝑁ℓ, 𝑛2). (12)

If we separate the power of the signal of interest from the
power of the interference terms, we can write 𝑀 (𝑖)

𝑧 =𝑀𝑆 +
𝑀𝐼 where

𝑀𝑆 = 𝐸[∣𝑆(𝑖)(0)∣2]
= 𝜎2𝑎𝐸[∣𝑔(𝑖,𝑖)𝑒𝑞 (0, 0)∣2] = 𝜎2𝑎(1 + 𝜎2𝜙) ≈ 𝜎2𝑎 (13)

𝑀𝐼 = 𝐸[∣𝐼(𝑖)(0)∣2] = 𝜎2𝑎
∑

ℓ∈ℤ, ℓ ∕=0

𝐸[∣𝑔(𝑖,𝑖)𝑒𝑞 (0, 𝑁ℓ)∣2]

+ 𝜎2𝑎

𝐾−1∑
𝑘=0, 𝑘 ∕=𝑖

∑
ℓ∈ℤ

𝐸[∣𝑔(𝑖,𝑘)𝑒𝑞 (0, 𝑁ℓ)∣2]. (14)

It should be pointed out that in the presence of phase noise,
the DMT system suffers of only inter-channel interference
(ICI), while the FMT system is predominantly affected by
inter-symbol interference (ISI) due to its frequency confined
pulses. Furthermore, given the symmetry of the prototype
pulses and of the phase noise PSD, the power of the signal
of interest and of the interference is the same for all sub-
channel indices. We can therefore define the average sub-
channel signal-to-noise plus interference ratio as 𝑆𝐼𝑁𝑅 =
𝑀𝑆/(𝑀𝐼+𝑀𝑤) where𝑀𝑤 = 𝜎2𝑤 is the power of the additive
noise component in the sub-channel.

V. ERROR RATE ANALYSIS IN THE PRESENCE OF PHASE

NOISE

In this section we discuss the symbol error rate (SER)
assuming two different types of receivers. Firstly, we consider
a non-coherent receiver (NCR) that assumes no knowledge
of the data symbol weighting factor, and uses the following
decision metric for sub-channel 𝑖

�̂�(𝑖)(𝑁𝑚) = argmin
𝑎∈A

∣∣𝑧(𝑖)(𝑁𝑚)− 𝑎∣∣2, (15)

where the symbol alphabet is denoted with A.
Secondly, we consider a one-tap equalizer where, on the

contrary, we take into account the perfect knowledge of the
data symbol weighting factor using the decision metric

�̂�(𝑖)(𝑁𝑚) = argmin
𝑎∈A

∣∣𝑧(𝑖)(𝑁𝑚)− 𝑔(𝑖,𝑖)𝑒𝑞 (𝑁𝑚,𝑁𝑚)𝑎∣∣2.
(16)

We refer to this receiver as the one-tap coherent receiver (CR).
The weighting factor (related to the CPE) can be in practice
estimated, for instance, with the method proposed in [7] for
DMT.

To proceed, the received signal can be approximated as
𝑧(𝑖)(𝑁𝑚) ≈ 𝑎(𝑖)(𝑁𝑚)𝑒𝑗Θ(𝑁𝑚) + 𝐼(𝑖)(𝑁𝑚) + 𝑤(𝑖)(𝑁𝑚),
since 𝑔(𝑖,𝑖)𝑒𝑞 (𝑁𝑚,𝑁𝑚) ≈ 𝑒𝑗Θ(𝑁𝑚) as discussed in Section
III. Furthermore, we assume the interference to be Gaussian
distributed, which holds true for a large number of interference
components. These assumptions allow us to obtain quasi-
closed form expressions for the SER of M-PSK and M-QAM
that are in good agreement with simulation results.
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A. Symbol Error Rate Analysis for the Non-Coherent Receiver
(NCR)

1) SER conditioned by the CPE for M-PSK with the NCR
As it is proved in the Appendix A, for 4-PSK modulation
the SER conditioned by Θ with the NCR, under the Gaussian
approximation for the interference, is given by

𝑃 (4𝑃𝑆𝐾)
𝑒 (Θ)=1−

(
1−𝑄

(√
𝑆𝐼𝑁𝑅 𝑠𝑖𝑛(

𝜋

4
+Θ)

)
×

(
1−𝑄

(√
𝑆𝐼𝑁𝑅 𝑐𝑜𝑠(

𝜋

4
+Θ)

)))
, (17)

where 𝑄(𝑥) = 1 − Φ(𝑥) and Φ(𝑥) is the the normalized
Gaussian cumulative distribution function.

For M-PSK modulation, with 𝑀 > 4, the conditional SER
with the NCR can be approximated as (see the Appendix A).

𝑃 (𝑀𝑃𝑆𝐾)
𝑒 (Θ) ≈ 𝑄
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𝑆𝐼𝑁𝑅 𝑠𝑖𝑛(

𝜋

𝑀
−Θ)

)
+𝑄

(√
𝑆𝐼𝑁𝑅 𝑠𝑖𝑛(

𝜋

𝑀
+Θ)

)
. (18)

2) SER conditioned by the CPE for M-QAM with the NCR
Assuming M-QAM square constellations with data symbols
𝑐𝑖,𝑘 = (2𝑖 − 1 − √

𝑀) + 𝑗(2𝑘 − 1 − √
𝑀) with (𝑖, 𝑘) ∈

{1, ⋅ ⋅ ⋅ ,√𝑀} and the NCR, the probability to correctly
receive a symbol, conditioned by the CPE Θ, is (see the
Appendix B)

𝑃 (𝑄𝐴𝑀)
𝑐 (Θ) =

𝑆∑
𝑖=2

𝑆∑
𝑘=2

4

𝑀
[Φ(𝜆𝑅𝑖,𝑘)−𝑄(𝜆𝐿𝑖,𝑘)]

× [Φ(𝜆𝑈𝑖,𝑘)−𝑄(𝜆𝐷𝑖,𝑘)]

+
𝑆∑
𝑖=2

4

𝑀
Φ(𝜆𝑈𝑖,1) [Φ(𝜆𝑅𝑖,1)−𝑄(𝜆𝐿𝑖,1)]

+
𝑆∑
𝑘=2

4

𝑀
Φ(𝜆𝑅1,𝑘) [Φ(𝜆𝑈1,𝑘)−𝑄(𝜆𝐷1,𝑘)]

+
4

𝑀
Φ(𝜆𝑈1,1)Φ(𝜆𝑅1,1), (19)

where 𝑆 =
√
𝑀/2, 𝜆 =

√
3𝑆𝐼𝑁𝑅
2 (𝑀−1) , and we

have defined 𝑅𝑖,𝑘 =
∣∣ℜ [
𝑐𝑖,𝑘𝑒

𝑗Θ − (𝑐𝑖,𝑘 + 1)
]∣∣, 𝐿𝑖,𝑘 =∣∣ℜ [

𝑐𝑖,𝑘𝑒
𝑗Θ − (𝑐𝑖,𝑘 − 1)

]∣∣, 𝑈𝑖,𝑘 =
∣∣ℑ [
𝑐𝑖,𝑘𝑒

𝑗Θ − (𝑐𝑖,𝑘 + 𝑗)
]∣∣,

𝐷𝑖,𝑘 =
∣∣ℑ [
𝑐𝑖,𝑘𝑒

𝑗Θ − (𝑐𝑖,𝑘 − 𝑗)
]∣∣. The conditional SER for

M-QAM is therefore 𝑃 (𝑄𝐴𝑀)
𝑒 (Θ) = 1− 𝑃 (𝑄𝐴𝑀)

𝑐 (Θ).
1) Average SER with the NCR: The average SER with the

NCR is obtained from the conditional SER of M-PSK or M-
QAM as follows

𝑃𝑒 =

∫ +∞

−∞
𝑃𝑒(𝜃)𝑓Θ(𝜃) 𝑑𝜃, (20)

where 𝑓Θ(𝜃) is the probability density function of Θ. Since
Θ is a sum of several Gaussian components, as shown by
(6), we assume it to be Gaussian distributed with zero mean
and variance 𝜎2Θ =

∫ 1/2𝑁

−1/2𝑁
𝑅Θ(𝑓)𝑑𝑓 , where 1/𝑁 is the

normalized sub-channel transmission band. The average SER
in (20), then is obtained via numerical integration.

B. Symbol Error Rate Analysis for the One-Tap Coherent
Receiver (CR)

We now consider the CR decision metric. Since in Section
III we have shown that the signal weighting factor can

be approximated as 𝑔(𝑖,𝑖)𝑒𝑞 (𝑁𝑚,𝑁𝑚) ≈ 𝑒𝑗Θ(𝑁𝑚) according
to the model in (4), then its amplitude is constant, i.e.,
∣𝑔(𝑖,𝑖)𝑒𝑞 (𝑁𝑚,𝑁𝑚)∣ ≈ 1, and the coherent receiver perfectly
compensates the phase of the signal of interest. Therefore,
the average SER can be simply computed using conventional
formulas for the SER in AWGN [12] provided that we
approximate the interference as a Gaussian process and we
use the SINR defined in Section IV.

VI. NUMERICAL RESULTS

We compare the DMT and the FMT system in the pres-
ence of phase noise in terms of SER as a function of the
𝑆𝑁𝑅 = 𝜎2𝑎/𝜎

2
𝑤. We consider 4-PSK, 8-PSK, and 64-QAM

constellations. We assume an overall transmission bandwidth
equal to 𝐵 = 10𝑀𝐻𝑧, 𝐾 = 64 sub-channels, and an inter-
polation/sampling factor 𝑁 = 80. The pulses used in DMT
are 𝑔(𝑛) = 1√

𝐾
𝑟𝑒𝑐𝑡(𝑛/𝑁) and ℎ(𝑛) = 1√

𝐾
𝑟𝑒𝑐𝑡(−𝑛/𝐾).

The FMT system deploys a root-raised-cosine pulse (𝑔(𝑛) =
ℎ(−𝑛) = 𝑟𝑟𝑐(𝑛/𝑁)) with roll-off factor 0.2 and number of
coefficients 𝐿𝑔 = 12𝑁 . The two systems have identical data
rate.

Fig. 3 reports the Montecarlo simulation results and the
theoretical SER curves using the NCR decision metric and
with the phase noise PSD 1 or PSD 2 of Fig. 2a. In Fig. 4,
we consider the CR with the same PN PSD models. The results
show that the theoretical performance curves are close to
those obtained via simulations, which proves that the proposed
approximation for the received signal, including the Gaussian
assumption for the ISI/ICI, allows us to predict the SER. Phase
noise introduces a SER degradation which is more pronounced
for high order constellations, and clearly, for the PSD 2 that
is associated to heavier PN. Furthermore, the FMT system
has better performance compared to the DMT system, i.e.,
it has higher capability to cope with the PN, for all the
PN PSD models considered, due to its higher sub-channel
spectral containment. Furthermore, DMT with cyclic prefix
has a small SNR loss since the receiver FB is not matched
to the transmitter FB. Fig. 4 shows that the CR can correct
the distortion due to the CPE and therefore it yields better
performance than the NCR which is close to the performance
in the absence of PN. Although both systems suffer of the
presence of interference components, in FMT the interference
power is dominated by the ISI, while in DMT by the ICI.
Therefore, sub-channel equalization can in principle be useful
to improve the SER performance in FMT .

VII. CONCLUSION

We have analyzed the effect of phase noise on filter bank
transmission systems. In particular, we have considered the
DMT and the FMT systems and reported a general analysis
of the distortion due to the CPE and the interferences using
a stationary model for the PN impairment process. We have
considered a non-coherent and a one-tap coherent receiver
where the first receiver assumes no knowledge of the CPE,
while the second receiver assumes it perfectly known. The
theoretical and simulation results are in good agreement and
show that FMT, with a root-raised-cosine prototype pulse,
has better performance than DMT with both receivers. The
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Fig. 3: SER for DMT and FMT with the non-coherent receiver,
with 𝐵 = 10 𝑀𝐻𝑧, 𝐾 = 64 and 𝑁 = 80 (𝐶𝑃 = 16).
Both simulation and theoretical results, from (18) and (19),
are shown.
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Fig. 4: SER for DMT and FMT with the single tap coherent
receiver, with 𝐵 = 10 𝑀𝐻𝑧, 𝐾 = 64 and 𝑁 = 80 (𝐶𝑃 =
16). Both simulation and theoretical results are shown.

compensation of the CPE yields significant improvements
w.r.t. the non-coherent receiver.

APPENDIX A
PROBABILITY OF ERROR FOR 4-PSK AND M-PSK WITH

THE NCR

We consider 4-PSK modulation having symbols 𝑐𝑘 =
𝑒𝑗(𝜋/4+𝑘𝜋/2) with 𝑘 ∈ {0, 1, 2, 3}. The received signal (2) can
be simply written as 𝑧 = 𝑎𝑒𝑗Θ + 𝜂, since 𝑔(𝑖,𝑖)𝑒𝑞 ≈ 𝑒𝑗Θ, where
𝑎 ∈ {𝑐0, ⋅ ⋅ ⋅ , 𝑐3}, Θ is defined in (6), and 𝜂, that comprises
ISI plus ICI and noise, is modeled as a stationary Gaus-
sian process with variance 𝜎2𝜂 . The SER is 𝑃 (4𝑃𝑆𝐾)

𝑒 (Θ) =

1 − 𝑃 (4𝑃𝑆𝐾)
𝑐 (Θ), where 𝑃 (4𝑃𝑆𝐾)

𝑐 (Θ) is the correct decision
probability with the NCR conditioned by the CPE. It is
equal to 𝑃 (4𝑃𝑆𝐾)

𝑐 (Θ) = 1/4
∑3
𝑘=0 𝑃

(4𝑃𝑆𝐾)
𝑐 (Θ, 𝑐𝑘) where

𝑃
(4𝑃𝑆𝐾)
𝑐 (Θ, 𝑐𝑘) is the correct decision probability conditioned

on the transmission of the symbol 𝑐𝑘.

We now consider the transmission of symbol 𝑎 = 𝑐0 =
𝑒𝑗𝜋/4. It is correctly received if ℜ[𝜂𝑘] > −𝑑1,0 and ℑ[𝜂𝑘] >
−𝑑2,0 where 𝑑1,0 = ∣ℜ[𝑐0𝑒𝑗Θ]∣ = 𝑐𝑜𝑠(𝜋/4 + Θ) and
𝑑2,0 = ∣ℑ[𝑐0𝑒𝑗Θ]∣ = 𝑠𝑖𝑛(𝜋/4 + Θ) are the minimum
distances between 𝑐0𝑒𝑗Θ and the boundaries of the decision
region (axes). Thus, 𝑃 (4𝑃𝑆𝐾)

𝑐 (Θ, 𝑐0) = (1−𝑄(𝑑1,0/𝜎𝜂)(1−
𝑄(𝑑2,0/𝜎𝜂)). By symmetry, the same argument is valid if the
other symbols {𝑐1, 𝑐2, 𝑐3} are transmitted. Finally, we obtain
that 𝑃 (4𝑃𝑆𝐾)

𝑐 (Θ) = (1−𝑄(𝑑1,0/𝜎𝜂) )( (1−𝑄(𝑑2,0/𝜎𝜂) ).
Considering M-PSK modulation, with 𝑀 > 4 and sym-

bols 𝑐𝑘 = 𝑒𝑗(𝜋/𝑀+2𝑘𝜋/𝑀) , 𝑘 ∈ {0, ⋅ ⋅ ⋅ ,𝑀 − 1}, we use
the nearest neighbor symbol approximation. The minimum
distances between the rotated symbol 𝑎𝑒𝑗Θ and the adjacent
boundaries of the decision region are 𝑑1 = 𝑠𝑖𝑛(𝜋/𝑀 − Θ)
and 𝑑2 = 𝑠𝑖𝑛(𝜋/𝑀+Θ). Thus, we can use the approximation
𝑃

(𝑀𝑃𝑆𝐾)
𝑒 (Θ) ≈ 𝑄(𝑑1/𝜎𝜂) +𝑄(𝑑2/𝜎𝜂), which proves (18).

APPENDIX B
PROBABILITY OF ERROR FOR M-QAM WITH THE NCR

In M-QAM modulation with square constellations, the
symbols are defined as 𝑐𝑖,𝑘 = (2𝑖−1−√

𝑀)+𝑗(2𝑘−1−√
𝑀)

with (𝑖, 𝑘) ∈ {1, ⋅ ⋅ ⋅ ,√𝑀}. To obtain the SER with the
NCR conditioned on the CPE, we start from the signal model
𝑧 = 𝑎𝑒𝑗Θ + 𝜂 as in Appendix A. Furthermore, with the non-
coherent metric in (16) we can identify three shapes of deci-
sion region depending on where the symbol is located: sym-
bol in the constellation corner, symbol with three minimum
distance neighbors, and symbol with four minimum distance
neighbors. Furthermore, let us consider to transmit the symbol
𝑎 = 𝑐𝑖,𝑘, then we define 𝑅𝑖,𝑘 =

∣∣ℜ[𝑐𝑖,𝑘𝑒𝑗Θ − (𝑐𝑖,𝑘 + 1)]
∣∣

as the minimum distance between the symbol affected
by the CPE and the right boundary of the decision re-
gion associated to 𝑐𝑖,𝑘. Analogously, we define 𝐿𝑖,𝑘 =∣∣ℜ[𝑐𝑖,𝑘𝑒𝑗Θ − (𝑐𝑖,𝑘 − 1)]

∣∣, 𝑈𝑖,𝑘 =
∣∣ℑ[𝑐𝑖,𝑘𝑒𝑗Θ − (𝑐𝑖,𝑘 + 𝑗)]

∣∣,
and 𝐷𝑖,𝑘 =

∣∣ℑ[𝑐𝑖,𝑘𝑒𝑗Θ − (𝑐𝑖,𝑘 − 𝑗)]
∣∣ as the minimum dis-

tances between the symbol affected by the CPE and, respec-
tively, the left, the upper and the lower boundaries of the
decision region.

Now, exploiting the symmetry of the problem, we need
to compute the conditional probability of correct detec-
tion 𝑃 (𝑄𝐴𝑀)

𝑐 (Θ, 𝑎 = 𝑐𝑖,𝑘) only for the symbols 𝑐𝑖,𝑘 with
𝑖 ∈ {1, ⋅ ⋅ ⋅ ,√𝑀/2} and 𝑘 ∈ {1, ⋅ ⋅ ⋅ ,√𝑀/2} (i.e. the
symbols that are located on the lower-left quadrant of the
Cartesian plane). Therefore, if the symbol belongs to the
lower-left corner (𝑖 = 𝑘 = 1) the probability of a correct
decision is 𝑃 (𝑄𝐴𝑀)

𝑐 (Θ, 𝑐1,1) = Φ(
𝑈1,1

𝜎𝜂
)Φ(

𝑅1,1

𝜎𝜂
). For the

symbols 𝑐𝑖,𝑘 with 𝑘 = 1, 𝑖 ∈ {2, ⋅ ⋅ ⋅ ,√𝑀/2} we ob-

tain 𝑃 (𝑄𝐴𝑀)
𝑐 (Θ, 𝑐𝑖,1) = Φ(

𝑈𝑖,1

𝜎𝜂
)
(
Φ(

𝑅𝑖,1

𝜎𝜂
)−𝑄(𝐿𝑖,1

𝜎𝜂
)
)
. For

the symbols 𝑐𝑖,𝑘 with 𝑖 = 1, 𝑘 ∈ {2, ⋅ ⋅ ⋅ ,√𝑀/2}) we

obtain 𝑃 (𝑄𝐴𝑀)
𝑐 (Θ, 𝑐1,𝑘) = Φ(

𝑅1,𝑘

𝜎𝜂
)
(
Φ(

𝑈1,𝑘

𝜎𝜂
)−𝑄(𝐷1,𝑘

𝜎𝜂
)
)
.

Finally, for the symbols 𝑐𝑖,𝑘 with 𝑖 ∈ {2, ⋅ ⋅ ⋅ ,√𝑀/2},
𝑘 ∈ {2, ⋅ ⋅ ⋅ ,√𝑀/2}) we have that 𝑃 (𝑄𝐴𝑀)

𝑐 (Θ, 𝑐𝑖,𝑘) =(
Φ(

𝑅𝑖,𝑘

𝜎𝜂
)−𝑄(𝐿𝑖,𝑘

𝜎𝜂
)
)(

Φ(
𝑈𝑖,𝑘

𝜎𝜂
)−𝑄(𝐷𝑖,𝑘

𝜎𝜂
)
)
.
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If we now define 𝑆 =
√
𝑀/2, we obtain

𝑃 (𝑄𝐴𝑀)
𝑐 (Θ) =

=

𝑆∑
𝑖=2

𝑆∑
𝑘=2

4

𝑀
𝑃 (𝑄𝐴𝑀)
𝑐 (Θ, 𝑐𝑖,𝑘) +

𝑆∑
𝑖=2

4

𝑀
𝑃 (𝑄𝐴𝑀)
𝑐 (Θ, 𝑐𝑖,1)

+

𝑆∑
𝑘=2

4

𝑀
𝑃 (𝑄𝐴𝑀)
𝑐 (Θ, 𝑐1,𝑘) +

4

𝑀
𝑃 (𝑄𝐴𝑀)
𝑐 (Θ, 𝑐1,1). (21)

Since the average constellation energy is 𝜎2𝑎 = 2(𝑀 − 1)/3,
the signal to noise plus interference ratio can be written as
𝑆𝐼𝑁𝑅 = 𝜎2𝑎/𝜎

2
𝜂 with 𝜎2𝜂 = 𝐸[∣𝜂∣2] (see the Appendix A).

Thus, we obtain (19) from (21).

REFERENCES

[1] G. Cherubini, E. Eleftheriou, and S. Olcer, “Filtered multitone modu-
lation for very high-speed digital subscribe lines," IEEE J. Sel. Areas
Commun., pp. 1016–1028, June 2002.

[2] A. M. Tonello, “Performance limits for filtered multitone modulation
in fading channels," IEEE Trans. Wireless Commun., vol. 4, pp. 2121–
2135, Sep. 2005.

[3] S. Weinstein and P. Ebert, “Data transmission by frequency-division
multiplexing using the discrete Fourier transform," IEEE Trans. Com-
mun. Technol., vol. 19, pp. 628–634, Oct. 1971.

[4] B. Borna and T. Davidson, “Efficient design of FMT systems," IEEE
Trans. Commun., vol. 54, pp. 794–797, May 2006.

[5] N. Moret and A. M. Tonello, “Design of orthogonal filtered multi-
tone modulation systems and comparison among efficient realizations,"
EURASIP J. Advanced Signal Process., 2010.

[6] A. M. Tonello and F. Pecile, “Analytical results about the robustness
of FMT modulation with several prototype pulses in time-frequency
selective fading channels," IEEE Trans. Wireless Commun., vol. 7,
pp. 1634–1645, May 2008.

[7] P. Robertson and S. Kaiser, “Analysis of the effect of phase-noise in
orthogonal frequency division multiplex (OFDM) system," in Proc.
IEEE ICC, pp. 1652–1657, June 1995.

[8] L. Piazzo and P. Mandarini, “Analysis of phase noise effects in ODFM
modems," IEEE Trans. Commun., vol. 50, pp. 1696–1705, Oct. 2002.

[9] D. D. Lin, Y. Zhao, and T. J. Lim, “OFDM phase noise cancellation via
approximate probabilistic inference," in Proc. IEEE Wireless Commun.
Netw. Conf., vol. 1, pp. 27–32, 2005.

[10] N. Benvenuto, G. Cherubini, and L. Tomba, “Achievable bit rates of
DMT and FMT systems in the presence of phase noise and multipath,"
in Proc. Veh. Technol. Conf. (VTC 2000-Spring).

[11] A. Assalini, S. Pupolin, and A. M. Tonello, “Analysis of the effect of
phase noise in filtered multitone (FMT) modulated system," in Proc.
IEEE Globecom, pp. 3541–3545, Nov. 2004.

[12] J. Proakis, Digital Communications, 4th edition. McGraw-Hill, 1995.


