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Abstract—A statistical characterization of the in-home power line communication channel is performed from the study of a wide set of measured channels in the 1.8–100 MHz frequency band. The study provides new insights on a) the relation between the line impedance and the channel frequency response (CFR), b) on the spatial relation between the channels that share either the transmitter or the receiver outlet. Furthermore, it confirms the validity of some results presented in the literature that are limited to the 30 MHz band. The study comprises the analysis of the average channel gain, the root-mean-square delay spread and the coherence bandwidth, as well as the relation between such quantities and the phase of the CFR. Closed-form expressions are provided to model the quantities and their relations. Finally, the coverage, i.e., the relation between the maximum achievable rate and the distance, as well as the achievable rate gain offered by the use of the frequency band up to 300 MHz, are studied.

Index Terms—Power line communications channel, channel characterization, broadband PLC, fading, spatial correlation.

I. INTRODUCTION

In recent years, power line communications (PLC) have gained success as a valuable solution to deliver high-speed multimedia content through the existent wiring infrastructure. The idea of using the power delivery network for communication purposes dates back to 1918. Initially, PLC were intended for command and control applications over high and medium voltage lines [1]. Nowadays, the use of advanced modulation schemes, as orthogonal frequency division multiplexing, enables communications up to 1 Gbps at the physical layer, as, for instance, specified by the HomePlug AV2 standard [2]. Further improvements require the detailed knowledge of the communication medium. The variability of the wiring structures translates into an extreme variability of the PLC channel. Line discontinuities and unmatched loads generate multipath fading effects [3]. In this respect, the statistical characterization of the PLC channel is fundamental.

In the literature, a lot of effort has been spent on this topic. A first characterization of the PLC channel was presented in [4]. The study was based on measurements up to 60 MHz. In [5], the feasibility of high-speed PLC was tested for the in-home US scenario. The test was carried out with prototype devices in the 1.8–30 MHz frequency range, namely, that deployed by most of broadband PLC commercial systems. New standards enable communications up to 60 MHz, e.g., IEEE P1901 [6], and even beyond 100 MHz, e.g., ITU-T G.hn [7].

A characterization of the PLC channel up to 100 MHz was presented in [8]. The analysis was based on a measurement campaign that was performed in France and it yielded the classification of the channels into nine classes according to the channel capacity. In [9], the classes were described in terms of associated root-mean-square (RMS) delay spread and coherence bandwidth (CB). More recently, in [10], it was shown that the RMS delay spread is negatively related to the average channel gain (ACG). This result was confirmed in [11], where the statistics of the PLC channel was further compared to that of phone lines, coaxial cables and medium voltage lines. Both [10] and [11] targeted the 1.8–30 MHz frequency band. An analysis of the RMS delay spread, the ACG and the normality of the CFR in dB of a set of measured channels was also reported in [12]. The database consists of 200 measures and the measurements were performed in Spain. All previous contributions address the in-home PLC scenario, with the exception of [11] that also considers medium voltage and phone lines.

The former results are not strictly comparable because of some differences. For instance, [8] considers the bands 0.03–100 MHz and 2–100 MHz, [10] and [11] the band 1.8–30 MHz, and [12] the band 2–30 MHz. Furthermore, the method used to compute the impulse response is not always detailed. Thus, it is rather difficult to replicate the measurement setup and to compare the results in terms, for instance, of RMS delay spread. In this paper, we aim to provide a detailed procedure for the computation of the physical quantities (metrics) that characterize the channel from the measurements in the frequency domain. Hence, we present the statistical analysis of a large set of in-home PLC channels that were measured in Italy. The results are compared to those provided in the literature, highlighting, when necessary, the differences in the setup. The focus is on the frequency band 1.8–100 MHz because this is the band of interest of current and next-generation PLC standards. A further analysis beyond 100 MHz and up to 300 MHz is provided in order to quantify the potentiality in terms of achievable rate improvement.

The final goal of this characterization work is to provide new information about the PLC channel in order to foster the refinement of the existent models that either follow a top-down or a bottom-up approach. In fact, the literature reports a variety of PLC channel models. Among the ones that follow a top-down approach, a multipath propagation model was firstly proposed in [13], than improved in [3], and finally extended in statistical terms in [14]. Alternative top-down channel models were discussed in [8] and [15]. Indeed, a larger number of bottom-up channel models exist. First attempts were discussed in [16] for the in-home scenario, and in [17] for the narrowband outdoor low-voltage scenario. More recently, bottom-up models based on the s-parameters, transmission/reflection...
coefficients, wavelet expansion of s-parameters and ABCD-matrix representations were presented in [18], [19], [20], and [21], respectively. Grounding practices, typical of the US scenario, were modeled in [22], while a channel generator obtained combining a random topology generation algorithm and an efficient channel response computation method was detailed in [23]. Finally, the channel time-variance was studied and modeled in [24] and references therein.

We collected a database of 1266 channel responses in different premises, and we performed measurements in the frequency domain up to 300 MHz. Some preliminary results of the analysis were reported in [25], [26]. Namely, in [25], the relation between the channel statistics and the physical distance between the transmitter and the receiver outlet was presented. The work focused on the 2–100 MHz frequency band. Indeed, in [26], some partial results on the statistics of the channel response and the line impedance were discussed. In this paper, a more comprehensive analysis and a reconciliation of previous results is reported. Compared to previous contributions, the main advances to the knowledge of the PLC channel in this work can be summarized as follows.

- The statistics of the amplitude of the CFR is studied up to 100 MHz. The distribution that fits best (among the known ones) the measured CFR amplitude is studied, and a closed-form expression of the mean and the standard deviation of the distribution is provided as a function of frequency.
- The ACG, the RMS delay spread, the CB and their relation is studied in the band 1.8–100 MHz. The main findings concern the impact of the method used to compute the channel impulse response (CIR) on the statistics of the RMS delay spread, and the relation between the ACG and the RMS delay spread. The relation between the phase slope of the CFR and both the ACG and the RMS delay spread is reported. Furthermore, two CB definitions are presented and referred to as statistical and deterministic CB. They are obtained from the study of different correlation functions of the CFR. The introduction of the statistical CB is motivated by the work in [14], where the quantity is exploited to fit a top-down model.
- The spatial correlation, i.e., the correlation between the channels belonging to different outlet pairs, is investigated. Several quantities are considered, i.e., the correlation between channels of the same site, the correlation between the channels that share the same transmitter outlet, and the correlation between the channels that share the same receiver outlet. To remove the randomization due to the phase, the last two quantities are evaluated when the amplitude correlation of the channel frequency response is considered.
- The relation between the CFR and the line impedance is investigated. A method to determine the high probability regions in their scatter plot is detailed.
- The dependencies of the maximum achievable rate on the frequency band and on the distance between the end nodes are shown. In this respect, it should be noted that the distance is defined in terms of difference between the position of the transmitter and receiver outlet, and, in general, it does not match with the length of the path followed by wirings.
- In order to facilitate the comparison of the measured data, and following the spirit of replicable research, closed-form expressions are provided to model the statistical quantities and their relations. Furthermore, a script is made available on-line [27]. The script computes the CIR and the main statistical metrics from the measure of the CFR. The aim is to share a common tool that may allow for future comparisons.

The analysis that follows is time-invariant. The PLC channel exhibits, in general, a linear and periodically time variant behavior [28], but, from the experimental observations, we found that the time-dependency is not pronounced in the considered frequency band. This finding is validated by other experimental results, e.g., [29], where it is shown that channel time variations are mostly experienced below 2 MHz.

The remainder of the paper is organized as follows. Section II describes the measurement campaign. Section III deals with the definition of the channel response, the line impedance and it presents the procedure to compute the channel impulse response. Section IV describes the statistical metrics that are considered in the following. Then, in Section V, the results of the characterization activity are presented. Finally, the conclusions follow.

II. MEASUREMENT CAMPAIGN

We performed an experimental campaign in Italy, on single-phase in-home networks. Three sites were considered as representatives of small flats and detached houses of the urban and suburban scenario. The area of the sites ranges between 50 and 200 m². For each site, all the available outlets were considered to provide a comprehensive view. In this respect, we did not limit the set of outlets to those that were considered most probable for a PLC transmission, as for instance, it was done in [8].

Measurements were carried out in the frequency domain, with an Agilent E5061B VNA. The transmit power was set to 10 dBm. To protect the equipment from the mains, couplers were used and extension cables with characteristic impedance of 50 Ω enabled to assess distant outlets. The couplers are broadband high-pass filters and they exhibit an attenuation lower than 5 dB up to 100 MHz. The effect of the couplers and cables was removed by measuring first their ABCD matrix and then deconvolving them from the overall measurement.

For each channel, 16 subsequent acquisitions were averaged to obtain the actual scattering (s) parameters. From experimental observations, 16 acquisitions were sufficient to cope with noise impairments. From the s-parameters, the CFR, and the line impedance were obtained. In the following, the superscript \( \{ \cdot \} \) denotes the i-th acquisition, where \( i = 1, \ldots, J \) and \( J = 1266 \). A discrete-frequency representation is used according to the fact that the VNA acquires a finite number of points regardless the frequency span. The index \( m \) denotes the frequency sample \( f = m\Delta f \), where \( \Delta f \) is the resolution in frequency. Unless otherwise stated, the start and
stop frequency are denoted with \( M_1 \Delta f = f_1 = 1.813 \) MHz and \( M_2 \Delta f = f_2 = 100 \) MHz, where \( \Delta f = 62.5 \) kHz, \( M_1 = 29 \) and \( M_2 = 1600 \). Acquisitions beyond 100 MHz and up to 300 MHz were also done as discussed in Section V-E. In this case, \( f_1 = 1.875 \) MHz, \( \Delta f = 187.5 \) kHz, \( M_1 = 10 \) and \( M_2 = 1600 \).

III. CHANNEL RESPONSE AND LINE IMPEDANCE

The CFR is defined as the ratio between the voltage at the receiver outlet and the voltage at the transmitter outlet. The line impedance is the ratio between the voltage and the current at the transmitter port when the receiver is connected to a 50 \( \Omega \) load, i.e., the characteristic impedance of the cables that were deployed and the reference impedance of the VNA. \( H(m) \) and \( Z(m) \) denote the CFR and the line impedance, respectively. Furthermore, \( R(m) \) and \( X(m) \) denote the real and the imaginary component of \( Z(m) \), respectively.

A. Channel Impulse Response

The channel impulse response is obtained from the CFR by means of processing, i.e., by windowing the CFR, applying an inverse discrete Fourier transform (IDFT), and truncating the less significant tails. In detail, the procedure that we adopt is the following.

- Let us focus on the CFR in the frequency range from 0 to \( f_2 \). The CFR is defined in the discrete-frequency domain and the number of CFR samples is \( M_2 + 1 \). From 0 to \( f_1 \), the CFR is set equal to zero.
- Let us compute the IDFT of the CFR to obtain the real CIR at time instant \( t = nT \), namely, \( h(n) \), where \( n = 0, \ldots, N \), \( N = 2M_2 \), and \( T \) is the resolution in time. The CIR is defined in the discrete time domain with temporal resolution \( \Delta t = 1/(N+1)\Delta f \).
- To cut the tails introduced by the IDFT we proceed as follows. Firstly, let us shift the pulse in order to bring the anti-causal tails introduced by the IDFT to the beginning of the CIR. Then, let us compute the normalized cumulative pulse energy as \( E(n) = \sum_{k=0}^{n} |h(k)|^2 / \sum_{k=0}^{N} |h(k)|^2 \). Finally, let us set \( h(n) = 0 \) \( \forall n \) subject to \( E(n) \leq (1-\alpha)/2 \), \( E(n) \geq \alpha + (1-\alpha)/2 \). In the following analysis the value \( \alpha = 0.98 \) is used.

The definition of a detailed procedure is motivated by the fact that processing affects the results and, in turn, the statistics of the metrics that are computed from the CIR. As an example, Table I reports the minimum, mean and maximum value of the RMS delay spread (see Section IV-B) computed from impulse responses obtained with different processing procedures. As it can be noted, the RMS delay spread becomes larger when the bandwidth decreases. Furthermore, as intuition suggests, the RMS delay spread decreases when less channel energy is accounted by the CIR due to the tail cut operation (\( \alpha \) factor). In this respect, the case \( \alpha = 1 \) shows that the side lobes introduced by the rectangular window applied in frequency corrupt the RMS calculation.

IV. CHANNEL STATISTICS

Herein, the definition of ACG, RMS delay spread, CB and maximum achievable rate is reported. In the following, the relation between the metrics and the distance is also studied.

A. Average Channel Gain

The ACG is a scalar metric that describes the average attenuation (averaged along frequencies) of the channel. For each acquisition \( i \), the ACG in dB-scale reads

\[
G^i = 10 \log_{10} \left( \frac{1}{M_2 - M_1} \sum_{m=M_1}^{M_2} |H^i(m)|^2 \right) \quad [\text{dB}],
\]

where \( H^i(m) \) is the \( i \)-th acquired CFR at frequency \( m \Delta f \). In [12], an alternative definition of the ACG is provided as the mean of the dB-version of the CFR. From the literature, the ACG is expected to be normally distributed [10].

B. RMS Delay Spread

The RMS delay spread accounts for the energy dispersion of the CIR. It reads

\[
\sigma_\tau = \sqrt{\frac{\sum_{n=0}^{N} (nT)^2 P(nT) - \left( \sum_{n=0}^{N} nTP(nT) \right)^2}{\sum_{n=0}^{N} P(nT)}} ^2 \quad [\text{s}],
\]

where \( P \) is the power delay profile, defined as \( P(nT) = |h(nT)|^2 / \sum_{n=0}^{N} |h(nT)|^2 \). In the literature, it has been shown that the RMS delay spread of the PLC channel can be modeled as a log-normal random variable [10]. From the experimental observations, in Section V, the validity of such a model is confirmed.

C. Coherence Bandwidth

The coherence bandwidth can be defined starting from two different correlation functions. A first approach is to use the

<table>
<thead>
<tr>
<th>Band (MHz)</th>
<th>( \alpha )</th>
<th>( \min )</th>
<th>( \mean )</th>
<th>( \max )</th>
</tr>
</thead>
<tbody>
<tr>
<td>0–30</td>
<td>0.98</td>
<td>0.0133</td>
<td>1.257</td>
<td>5.360</td>
</tr>
<tr>
<td></td>
<td>0.9</td>
<td>0.0084</td>
<td>0.574</td>
<td>5.002</td>
</tr>
<tr>
<td>1.8–30</td>
<td>0.98</td>
<td>0.114</td>
<td>0.581</td>
<td>1.825</td>
</tr>
<tr>
<td></td>
<td>0.9</td>
<td>0.0127</td>
<td>0.278</td>
<td>0.957</td>
</tr>
<tr>
<td>0–100</td>
<td>0.98</td>
<td>0.114</td>
<td>1.153</td>
<td>5.284</td>
</tr>
<tr>
<td></td>
<td>0.9</td>
<td>0.0184</td>
<td>0.842</td>
<td>5.210</td>
</tr>
<tr>
<td>1.8–100</td>
<td>0.98</td>
<td>0.0173</td>
<td>0.337</td>
<td>1.280</td>
</tr>
<tr>
<td></td>
<td>0.9</td>
<td>0.0230</td>
<td>0.929</td>
<td>0.926</td>
</tr>
</tbody>
</table>
correlation function of the CFR as formally done in [30]:

$$\phi(\ell, m) = \frac{E_i[H^i(\ell) (H^i(m))^*]}{\sqrt{E_i[|H^i(\ell)|^2] E_i[|H^i(m)|^2]}}$$

(3)

where $\ell$ and $m$ denote the frequencies, and $E_i[\cdot]$ and $\{\cdot\}^*$ denote the expectation operator (across channel realizations, $i$) and the complex conjugate, respectively. In the presence of uncorrelated scattering, which is a typical situation in wireless communications, $\phi(\ell, m)$ is a function of the difference $\Delta = \ell - m$. In PLC this does not apply, therefore similarly to [14], we can define the averaged correlation function

$$\overline{\phi}(m) = \Delta f \sum_{\ell = M_1}^{M_2} \phi(\ell, m).$$

(4)

Now, the CB at level $\rho$, $\hat{B}_c$, is the frequency for which the absolute value of $\overline{\phi}(m)$ falls below $\rho$ times its maximum, i.e.,

$$\hat{B}_c = B \text{ s.t. } |\overline{\phi}(B)| = \rho \overline{\phi}(0).$$

(5)

Another approach is to compute the correlation of each channel frequency response as

$$R^i(m) = \Delta f \sum_{\ell = M_1}^{M_2} H^i(m + \ell) (H^i(\ell))^*,$$

(6)

where $H^i(m) = 0$ outside $[f_1, f_2]$. Differently from (3), (6) is specific to a given channel realization and it is only a function of the frequency difference $m$. Therefore, we refer to it as deterministic correlation. For a given channel $i$ we can compute its CB, namely, $B_{c,i}$, as in (5) by substituting $\phi(m)$ with $R^i(m)$. Finally, the average CB, $\overline{B}_{c,i}$, is obtained by averaging $B_{c,i}$ across the ensemble of channels, namely, $\overline{B}_{c,i} = E_c[B_{c,i}]$.

In order to distinguish them, we refer to statistical CB when the first approach is used, while to deterministic CB when the second approach is used. The statistical CB was used to fit the model in [14] to the measures. Some experimental works, e.g., [9], deal with the deterministic CB because the number of acquisitions does not allow for computing the expectation in (3). A numerical comparison between $\hat{B}_c$ and $\overline{B}_{c,i}$ is reported in Section V-C.

D. Maximum Achievable Rate

Under the assumption of additive colored Gaussian noise, the Shannon capacity of the $i$-th channel reads

$$C^i = \Delta f \sum_{m = M_1}^{M_2} \log_2 \left(1 + \frac{P_{tx}(m) |H^i(m)|^2}{P_w(m)} \right) \text{ [bps]},$$

(7)

where $P_{tx}(m)$ and $P_w(m)$ are the power spectral density (PSD) of the transmitted signal and of the noise at frequency $m$, respectively. The maximum achievable rate is widely deployed in the literature, though in most of the cases, simplified noise models are used. In [8] and [11], the noise is assumed to be white, with a PSD of -140 dBm/Hz and -120 dBm/Hz, respectively. Some other papers account for the colored nature of the noise. We adopt the additive colored Gaussian noise model presented in [31]. Namely, the noise PSD reads

$$P_w(m) = 10 \log_{10} \left( \frac{1}{(m\Delta f)^2} + 10^{-15.5} \right) \text{ [dBm/Hz].}$$

(8)

It should be noted that, since there are several noise disturbances whose statistical characterization has not been thoroughly done yet, the true PLC channel capacity may be overestimated by (7) according to the noise model in (8). More in detail, we do not account for the contribution due to narrowband and FM broadcast radios. For the numerical analysis, the transmitted PSD will be set equal to -55 dBm/Hz up to 30 MHz, and equal to -80 dBm/Hz beyond 30 MHz. The PSD reduction above 30 MHz is required to fulfill with EMC requirements [32].

E. Spatial Correlation

PLC channels associated to different pairs of outlets of the same site may share part of the signal path because the propagation takes place on the same electrical circuit. Thus, they are supposed to experience similar reflection effects. In this respect, we aim to verify whether channels of the same site, or that share the transmitter or the receiver outlet, are correlated. This information is fundamental when more than two nodes are involved in the communication, e.g., to study realistic multiple user schemes or relaying techniques. We analyze the space-frequency correlation that is formulated in a similar manner to (3), as follows

$$\psi(\ell, m) = \frac{E_{i,j} H^i(\ell) (H^j(m))^*}{\sqrt{E_i[|H^i(\ell)|^2] E_j[|H^j(m)|^2]}}$$

(9)

where $i \neq j$, and the expectation in $i, j$ is across the channel realizations of the same site.

Due to the large heterogeneity of in-home channels (signal paths), we expect (9) to be small. This has been verified experimentally (see Section V-D). To limit the variability and get useful information, we propose to focus only on the channels that share the same transmitter outlet or the same receiver outlet. This is representative of the broadcast downlink case, and of a case where multiple transmitters, e.g., video cameras, send data to a concentrator, respectively. We denote with $\psi_x(\ell, m)$, $x = t, r$, the correlation of the CFR between frequencies $\ell$ and $m$ for the channels that share the same transmitter outlet, i.e., $x = t$, and for channels that share the same receiver outlet, i.e., $x = r$. Then, we compute $\psi_{x,i}(\ell, m)$ as in (9), but limiting the expectation over the channels in $i, j$ that share the same transmitter outlet for $\psi_t$ and over channels that share the same receiver outlet for $\psi_r$. In particular, we limit the study to $\ell = m$, i.e., $\psi_{x,i}(m) = \psi_{x,i}(m, m)$.

The numerical results will show that the spatial correlation assumes low values. We speculate that this is because of the random contribution of the phase of distinct channels which is uniformly distributed in $(-\pi, \pi)$. Therefore, we also study the correlation $\psi_{x, abs}(f)$ that is defined as $\psi_{x}(f)$, with $x = t, r$, but considering the absolute value of the CFRs, i.e., $|H^i(\ell)|, |H^j(m)|$, in the expectation at the numerator of (9).
The better the parameters fit the measured data, in dB scale, is normally distributed as reported formerly in [10], and the line impedance spreads over a broad set of values across the frequency range between 1.8 and 100 MHz, namely, the band of interest of current and next generation PLC systems.

A. Channel Frequency Response

Herein, we study the distribution of the amplitude of the channel amplitude (in linear scale) as a function of frequency. Both quantities exhibit an exponentially decreasing behavior that can be modeled as follows:

\[ \lambda(m) = a_\lambda m^b_\lambda + c_\lambda, \]

where \( \lambda \) is the parameter (\( \mu \) or \( \sigma \)), and \( a_\lambda, b_\lambda, \) and \( c_\lambda \) are constant coefficients. Table II reports the value of \( a_\lambda, b_\lambda, \) and \( c_\lambda \).

In terms of mean value, the channel attenuation, in linear scale, increases exponentially with frequency, confirming that the power line cables have a low pass behavior. In terms of standard deviation, the channel statistics is less spread at higher frequencies.

Finally, the analysis of the phase of the CFR reveals that it is exponentially decreasing and can be modeled as follows:

\[ \lambda(m) = a_\lambda m^b_\lambda + c_\lambda, \]

where \( \lambda \) is the parameter (\( \mu \) or \( \sigma \)), and \( a_\lambda, b_\lambda, \) and \( c_\lambda \) are constant coefficients. Table III reports the values of the coefficients. Basically, the resistive component is less spread at high frequencies and the lowest value increases with frequency. Indeed, the reactive quantiles

---

**TABLE II**

<table>
<thead>
<tr>
<th>Parameter (( \lambda ))</th>
<th>( a_\lambda )</th>
<th>( b_\lambda )</th>
<th>( c_\lambda \times 10^{-3} )</th>
</tr>
</thead>
<tbody>
<tr>
<td>( \mu )</td>
<td>0.53 [0.05]</td>
<td>-0.396</td>
<td>1.512</td>
</tr>
<tr>
<td>( \sigma )</td>
<td>0.445 [-0.256]</td>
<td>-25.574</td>
<td>1.912</td>
</tr>
</tbody>
</table>

---

**TABLE III**

<table>
<thead>
<tr>
<th>Parameter (( \lambda ))</th>
<th>( a_\lambda )</th>
<th>( b_\lambda )</th>
<th>( c_\lambda )</th>
</tr>
</thead>
<tbody>
<tr>
<td>( \lambda )</td>
<td>{R, X}</td>
<td>{R, X}</td>
<td>{R, X}</td>
</tr>
<tr>
<td>( a_\lambda, b_\lambda, ) and ( c_\lambda ) are constant parameter values.</td>
<td></td>
<td></td>
<td></td>
</tr>
</tbody>
</table>
exhibit a frequency increasing behavior, that turns into an inductive like nature.

**TABLE III**
**QUADRATIC FITTING PARAMETER VALUES OF THE LINE IMPEDANCE COMPONENTS**

<table>
<thead>
<tr>
<th></th>
<th>λ</th>
<th>α</th>
<th>(a_{λ,α}(Ω))</th>
<th>(b_{λ,α}(Ω))</th>
<th>(c_{λ,α}(Ω))</th>
</tr>
</thead>
<tbody>
<tr>
<td>R</td>
<td>20</td>
<td>-1.213e-5</td>
<td>0.029</td>
<td>12.926</td>
<td></td>
</tr>
<tr>
<td></td>
<td>50</td>
<td>-1.053e-5</td>
<td>0.019</td>
<td>48.303</td>
<td></td>
</tr>
<tr>
<td></td>
<td>80</td>
<td>-1.004e-5</td>
<td>-0.006</td>
<td>130.229</td>
<td></td>
</tr>
<tr>
<td>X</td>
<td>20</td>
<td>-7.045e-6</td>
<td>0.003</td>
<td>-52.387</td>
<td></td>
</tr>
<tr>
<td></td>
<td>50</td>
<td>5.036e-6</td>
<td>0.024</td>
<td>15.118</td>
<td></td>
</tr>
<tr>
<td></td>
<td>80</td>
<td>5.705e-6</td>
<td>0.004</td>
<td>88.825</td>
<td></td>
</tr>
</tbody>
</table>

Furthermore, it is interesting to see whether the line impedance is related to the CFR. Fig. 4 shows the scatter plot of the line impedance components versus the CFR. The plot has been obtained gathering the samples from all frequencies. Despite the high variability, we identify high-density regions to which 98% of the samples belong. The region borders are shown in the figure. Similar results can be obtained by applying the same analysis frequency by frequency.

The target frequency range is 1.8–100 MHz, and the considered quantities are the dB-version of the amplitude of the CFR, the logarithmic representation of the resistive component of the line impedance and the reactive component in linear scale. The resistive part is considered in logarithmic scale in order to magnify the behavior for lower values, while the reactive part is in kΩ. From the experimental evidence, the border of the high density region can be modeled as an ellipse that reads

\[
\frac{(x - m_x)^2}{u^2} + \frac{(y - m_y)^2}{w^2} = 1,
\]

where \(x\) and \(y\) are the variables denoting the CFR and the line impedance component values, respectively. All other terms are constant coefficients. The parameter \(m_x\) is the mean value of the measured CFR in dB. Similarly, \(m_y\) is the mean of the impedance component, i.e., \(m_y = E_{i,m}[\log_10(R^4(m))]\) for the resistance, and \(m_y = E_{i,m}[X^4(m)/10^5]\) for the reactance. The expectation is done across frequencies and channel realizations. The remaining coefficients in (11) are obtained as follows.

According to the results of Section V-A, the dB version of the CFR is normally distributed with good approximation. For a normally distributed random variable, more than 99% of the samples are within three times the standard deviation. In this respect, \(u = 3\sigma_x\), where \(\sigma_x\) is the standard deviation of the CFR. Substituting \(m_x\) and \(u\) in (11) with the values described above, \(w\) reads

\[
w = \sqrt{\frac{u^2(y - m_y)^2}{w^2 - (x - m_x)^2}}.
\]

Relation (12) can be computed for all \(x\) and \(y\). The result is a set of values of \(w\), namely, \(w\). The value of the model of \(w\) is chosen as the 98-th percentile of the cumulative distribution function (CDF) of \(w\). Table IV reports the values of the...
constant coefficients in (11) for the resistive and the reactive component. Clearly, \( m_x \) and \( u \) are identical in both cases.

\[
\begin{array}{|c|c|c|c|c|}
\hline
\text{Component} & m_x \ (\text{dB}) & u \ (\text{dB}) & m_y \ (\text{dB}) & u \ (\text{dB}) \\
\hline
R & -45.236 & 44.920 & 1.718 & 1.150 \\
X & & & & \\
\hline
\end{array}
\]

### C. Statistical Metrics

Firstly, let us focus on the ACG. Fig. 5a shows the quantiles of the ACG (in dB scale) versus the standard normal quantiles. The following observations can be made. First, the ACG ranges between \(-7.6 \) dB and \(-57 \) dB. The mean and the standard deviation, namely, \((\mu, \sigma)\), of the best normal fit of the ACG read \((-35.412, 10.521)\) dB, respectively. Furthermore, most of the samples lie on the dash-dotted line. This would suggest the ACG to be normally distributed though the normality is not strictly confirmed by tests that we have performed on the measured data, as Kolmogorov-Smirnov, that reject always the null hypothesis.

Now, let us focus on the RMS delay spread. Fig. 5b shows the quantiles of the measured delay spread versus the quantiles of the Log-normal distribution that provides the best fit. Most of the samples are closed to the dash-dotted line. This confirms that the RMS delay spread is log-normally distributed with good approximation, as pointed out in [11]. The mean and the standard deviation of the best Log-normal fit are \((0.346, 0.260) \) µs, but these values are strongly a function of the CIR computation method, as shown in Section III-A.

The relation between the RMS delay spread and the ACG of the measured channels is shown in Fig. 6. Basically, Fig. 6 is the scatter plot of the RMS delay spread as a function of the ACG (in dB scale). The robust fit is also reported. The two quantities are negatively related. In [11] and [12], a similar study was performed for two sets of experimental data. The former is the result of a measurement campaign in the United States (USA) for the 1.8–30 MHz band. The latter, in Spain (ESP) for the 2–30 MHz band. Now, in order to compare the results, in Fig. 6, the robust regression fit of our data in the 1.8–30 MHz frequency range is also shown. A good agreement, especially with the ESP case, can be observed. Slight deviations of the lines slope and y-intercept may be due to the different frequency range, and differences on the procedure adopted to compute the CIR, that are reflected on the value of the RMS delay spread. The robust fit parameters, for each frequency band and scenario, are listed in Table V.

Fig. 7 shows the relation between the phase slope, the ACG and the delay spread. The phase slope is defined as the slope of the robust fit of the unwrapped phase of the CFR. The phase slope brings some information on the delay introduced by the channel and thus on the length of the backbone, namely, the shortest electrical path between the transmitter and the receiver. The delay increases with the distance of the path followed by the signal toward the receiver. Similarly, the channel attenuation is supposed to increase with the distance.

\[
\begin{array}{|c|c|c|}
\hline
\text{Country} & \text{Band} \ (\text{MHz}) & \text{slope} \ (\times 10^{-3}) \\
\hline
\text{USA} & 1.8–30 & -9.400 \\
\text{ESP} & 2–30 & -9.630 \\
\text{ITA} & 1.8–30 & -8.545 \\
\text{ITA} & 1.8–100 & -9.129 \\
\hline
\end{array}
\]

\[
\begin{array}{|c|c|c|}
\hline
\text{Country} & \text{Band} \ (\text{MHz}) & \text{y-intercept} \ (\mu s) \\
\hline
\text{USA} & 1.8–30 & 0.020 \\
\text{ESP} & 2–30 & -0.022 \\
\text{ITA} & 1.8–30 & 0.084 \\
\text{ITA} & 1.8–100 & -0.007 \\
\hline
\end{array}
\]

\[
\begin{array}{|c|c|c|}
\hline
\text{Metric} & \text{slope} \ (\text{rad/(MHz} \cdot \mu s)) & \text{y-intercept} \ (\text{rad / MHz}) \\
\hline
\sigma_f & -1.842 & -0.510 \\
\hline
\end{array}
\]
due to the effect of the non-ideal cables and the impact of the branches connected to the backbone. This observation is validated by the results. Furthermore, Fig. 7a shows the relation between the RMS delay spread and the phase slope. The robust fit parameters for both the ACG and the RMS delay spread versus the phase slope are listed in Table VI.

Finally, let us focus on the correlation function and the CB. From the analysis of the statistical correlation function of the experimental data, we have verified that $\phi(\ell,m)$ does not depend only on the difference $\ell - m$. Therefore, the uncorrelated scattering assumption does not hold true. The presence of correlated scattering can be justified by the fact that reflections share the same signal path, namely, the backbone. Fig. 8 shows the relation between the deterministic CB $B^{0.9}_c$ and the RMS delay spread of the measured channels. The focus is on $B^{0.9}_c$ for consistency with previous analysis [9]. The samples are distributed according to a hyperbolic trend that reads

$$B^{0.9}_c = \frac{0.057}{\sigma_\tau} \text{ [Hz].} \quad (13)$$

A similar result was pointed out in [9], for a set of channels measured in France. In detail, in [9], it was shown that the relation $B^{0.9}_c\sigma_\tau = 0.055$ holds, which is very close to (13).

Finally, Table VII shows the comparison between $\overline{B}_c^\rho$ and $\hat{B}_c^\rho$. The average deterministic CB $\overline{B}_c^\rho$ exceeds the statistical CB $B^{0.9}_c$ for higher values of $\rho$ where they can be, to some extent, interchanged. This result can be exploited to fit the model in [14].

**D. Spatial Correlation**

The spatial correlation between channels of the same site has been found to be small, say, always below 0.06 in absolute value, regardless of the considered site or frequency. This result reflects the large variability of the in-home PLC scenario so that in average the channels are not correlated.

Nevertheless, if a spatial constraint were added, a higher correlation might be found. To dig further into this, we compute the correlation between channels that share the same transmitter, i.e., $\psi_t(m)$. Fig. 9 shows the profiles of the 20-th, 50-th and 99-th percentile of the CDF of the absolute value of $\psi_t(m)$ as a function of frequency. The maximum value of $|\psi_t(m)|$ is one order of magnitude larger than $|\psi(t, m)|$. Therefore, as intuition suggests, the correlation between channels that share the same transmitter outlet is non-negligible.

Now, let us focus on the correlation between the amplitude of the pair of CFRs, namely $\psi_{t, abs}(m)$. Fig. 9b shows the correspondent profiles for the same percentile values considered previously. Note that, by definition, $\psi_{t, abs}(m)$ is a real quantity. Interestingly, the correlation is large. Therefore, the low values experienced by $\psi_t(m)$ are due to the random phase of the channels. Furthermore, $\psi_{t, abs}(m)$ decreases as the frequency increases. Similar results are found for the correlation between the channels that share the receiver outlet, as shown in Fig. 9c, where we plot the percentiles, as in Fig. 9b, of $\psi_{r, abs}(m)$.

The experimental profiles of $\psi_{t, abs}(m)$ and $\psi_{r, abs}(m)$ can be fitted with an exponential function $\psi(m) = a m^\alpha + c$, whose parameters are reported in Table VIII. The fitting profiles are shown in Figs. 9b-c.

**E. Maximum Achievable Rate**

Firstly, we aim to study the relation between the maximum achievable rate and the distance, namely, we infer the achievable coverage. In this respect, we compute the maximum achievable rate of all channels and we perform the robust

**TABLE VII**

Comparison among the statistical and the mean deterministic CB for different values of $\rho$

<table>
<thead>
<tr>
<th>$\rho$</th>
<th>$\overline{B}_c^\rho$ (MHz)</th>
<th>$\hat{B}_c^\rho$ (MHz)</th>
</tr>
</thead>
<tbody>
<tr>
<td>0.9</td>
<td>0.288</td>
<td>0.438</td>
</tr>
<tr>
<td>0.8</td>
<td>0.545</td>
<td>0.938</td>
</tr>
<tr>
<td>0.7</td>
<td>0.846</td>
<td>1.563</td>
</tr>
</tbody>
</table>
fit as a function of the distance. Interestingly, the achievable rate decreases with the geometrical distance. The slope of the robust regression fit reads -70.153 kbps/m. To further infer coverage, we compute the complementary cumulative distribution function (C-CDF) of the maximum achievable rate conditioned on the distance. Fig. 10a shows the results for three values of distance. A similar result was already shown in [25], and differences in the maximum achievable rate values are amenable to the different noise model and transmitted PSD level. In 70% of the cases, only the channels associated to distances between outlets shorter than 5 m exceed 1 Gbps. In a dual manner, in Fig. 10b, we plot the CDF of the geometrical distance conditioned by the fact that the maximum achievable rate of the channel is larger than 0.5, 1, and 1.5 Gbps. Interestingly, data rates larger than 1.5 Gbps can be achieved with high probability only by channels shorter than 5 m. Therefore, in the considered sites, PLC can provide a real good option for very high speed connectivity between outlets that are nearly placed.

**ONCLUSIONS**

VI. C

Now, we infer the improvement provided by the band extension beyond 100 MHz. We consider the channel measures acquired in a wider spectrum up to 300 MHz. To this aim, the noise model in (8) is extended up to 300 MHz and the transmitted PSD beyond 30 MHz is let be equal to −80 dBm/Hz. As a result, Fig. 11 shows the C-CDF profiles, and Tab. IX reports the 20-th, 50-th and 80-th percentile of the CDF of the achievable rate. The maximum achievable rate improves significantly, but the increase provided by the bandwidth enlargement is not proportional to such a bandwidth extension. In this respect, let us define the spectral efficiency \( \eta \) as the ratio between the maximum achievable rate and the transmission bandwidth. Table IX reports the spectral efficiency coefficient for the three cases. As it can be noted, on average, the spectral efficiency decreases as the bandwidth increases. This is due to the large attenuation exhibited by the PLC channels at very high frequencies.

**TABLE IX**

<p>| Achievable Rate Percentiles, and Mean Spectral Efficiency for Three Transmission Bands |
|---------------------------------|-----------------|-----------------|-----------------|-----------------|</p>
<table>
<thead>
<tr>
<th>Band (MHz)</th>
<th>20-th (Mbps)</th>
<th>50-th (Mbps)</th>
<th>80-th (Mbps)</th>
<th>( \eta ) (bps/Hz)</th>
</tr>
</thead>
<tbody>
<tr>
<td>1.8–30</td>
<td>741</td>
<td>440</td>
<td>225</td>
<td>15.27</td>
</tr>
<tr>
<td>1.8–100</td>
<td>714</td>
<td>956</td>
<td>1282</td>
<td>10.47</td>
</tr>
<tr>
<td>1.8–300</td>
<td>1121</td>
<td>1637</td>
<td>2721</td>
<td>6.50</td>
</tr>
</tbody>
</table>

A statistical characterization of the in-home PLC channel has been presented from a set of measures acquired in Italy. The analysis brings new insights on the channel behavior, and further it confirms some prior results presented in the literature that were obtained from measurements in other countries. We aim to allow a precise comparison between the results of this analysis and those from other campaigns. In this respect, we have pointed out the need of common processing procedures and the importance of using the same definition of the physical quantities to be analyzed. In this respect, we have detailed a procedure to compute the channel impulse response as well as we have made available an on-line script that implements the procedure and that computes the average channel gain, the RMS delay spread, and the deterministic coherence bandwidth. It is intended to be used for the analysis of the results of future measurement campaigns, providing results that are consistent with the ones herein presented. Besides the processing procedures, we have carried out a statistical analysis whose findings can be summarized as follows.
The PLC channel is significantly frequency selective in the band 1.8-100 MHz. The magnitude of the channel frequency response is “quasi” Log-normal, i.e., the Log-normal distribution applies to most but not all the frequency samples that we considered. The Log-normality applies also to the RMS delay spread, while the average channel gain (in dB) is normally distributed with good approximation. This confirms previous results obtained in other measurement campaigns. Furthermore, the parameters of the best fit of such quantities and of the robust regression fit of their relations have been described analytically.

The hyperbolic relation between the coherence bandwidth and the RMS delay spread has been described analytically. The differences between two coherence bandwidth definitions, namely the statistical CB and the deterministic CB, have been discussed.

The line impedance in the range 1.8-100 MHz can assume a broad set of values but, in general, the spread is more pronounced in the lower frequency range. Furthermore, the analysis of the reactive component highlights an inductive behavior.

No clear relation between the line impedance and the channel frequency response has been identified. However, the scatter plot of the line impedance components versus the channel frequency response (in dB) highlights a high probability region that can be analytically described.

The spatial dependency of the channels has been analyzed. The overall ensemble of pair of channels belonging to a given site is essentially uncorrelated. However, if we constrain the pair of channels to be associated to the same transmitter (broadcast channel), then a more pronounced correlation is found. Furthermore, a larger correlation is found if the latter study is limited to the amplitude of the channel frequency response. It follows that the random phase reduces significantly the spatial correlation. Similar results apply to the channels that share the receiver outlet.

The in-home wiring connecting a pair of outlets can follow “unpredictable” paths, so that the electrical and the geometrical distances do not coincide. Nevertheless, the geometrical distance between two outlets can be statistically related to the maximum achievable rate. This allows to infer the coverage offered by PLC systems. In the tested scenario, rates in excess of 1 Gbps can be sustained only between outlets at distances smaller than 5 m. This application scenario is not uncommon, e.g., the connectivity between a set-top box and a TV.

Signaling above 100 MHz (and in particular up to 300 MHz) can provide achievable rate improvements. However, the spectral efficiency, i.e., the bit rate per-unit-frequency, decreases significantly.
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