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We address the efficient realization of a filtered multitone (FMT) modulation system and its orthogonal design. FMT modulation
can be viewed as a Discrete Fourier Transform (DFT) modulated filter bank (FB). It generalizes the popular orthogonal frequency
division multiplexing (OFDM) scheme by deploying frequency confined subchannel pulses. We compare three realizations that
have been described by Cvetković and Vetterli (1998), and Weiss and Stewart (2000), and Tonello (2006). A detailed derivation of
them is performed in the time-domain via the exploitation of different FB polyphase decompositions. We then consider the design
of an orthogonal FMT system and we exploit the third realization which allows simplifying the orthogonal FB design and obtaining
a block diagonal system matrix with independent subblocks. A numerical method is then presented to obtain an orthogonal FB
with well frequency confined subchannel pulses for arbitrarily large number of subchannels. Several examples of pulses with
minimal length are reported and their performance is evaluated in typical multipath fading channels. Finally, we compare the
orthogonal FMT system with a cyclically prefixed OFDM system in the IEEE 802.11 wireless LAN channel. In this scenario, FMT
with minimal length pulses and single tap subchannel equalization outperforms the OFDM system in achievable rate.

1. Introduction

Multicarrier (MC) systems deploy a transmission technique
where a high rate information signal is transmitted through
a wide band channel by simultaneous modulation of a
set of parallel signals at low rate. The parallel signals are
obtained by the serial-to-parallel (S/P) conversion of the
input information signal. The idea dates back 50 years ago
[1] and it has originated by the goal of simplifying the
equalization task in highly frequency selective channels that
introduce severe intersymbol interference (ISI). This is made
possible because the wide band channel is divided in a
number of narrow band subchannels that exhibit a nearly
flat frequency response. If the number of subchannels is
sufficiently large, and the intercarrier interference (ICI) is
negligible, a single tap equalizer per subchannel will be
sufficient for data detection.

The MC transmitter is implemented using a synthesis
filer bank (FB) while the MC receiver uses an analysis FB.

When the modulation is accomplished with an exponential
function, we obtain the so-called exponentially modulated
FB. It is also referred to as Discrete Fourier Transform FB
(DFT-FB) since, as it is also shown in this paper, the efficient
realization exploits a DFT.

MC modulation systems have been adopted in several
wireless communication standards as the WLAN IEEE
802.11 and the WMAN IEEE 802.16 standards. MC mod-
ulation is also considered for application in 4G systems.
The most popular MC architecture is orthogonal frequency
division multiplexing (OFDM) [2]. It can be viewed as an
exponentially modulated FB with a prototype pulse that has
a rectangular impulse response. Another scheme is Filtered
Multitone (FMT) modulation. It differs from OFDM since
it uses confined frequency response pulses. FMT has been
originally proposed for application in broadband wireline
channels [3], and subsequently it has been investigated
for application in wireless channels [4] and in power line
communications [5].
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The main research problems related to FMT are the
efficient digital implementation, the design of the prototype
pulse, the development of equalization schemes, the synchro-
nization problem, and in general the performance analysis
and comparison with other schemes. This paper focuses on
the first two aspects.

We consider three efficient realizations that have been
described: one by Tonello in [6], one by Cvetković and
Vetterli in the context of signal coding [7], (and more
recently by Siclet et al. in [8] and by McGee in [9]), and
another one by Weiss and Stewart in [10]. They are all
based on the deployment of a DFT and a polyphase FB
network. In this paper, we aim at describing the differences
and similarities. Instead of deriving the realizations in the Z-
domain, as it is conventionally done, we operate in the time
domain which allows explicitly detailing the implementation
steps. We also compute the complexity of the architectures
in terms of number of operations per second. The three
methods require similar memory space and achieve identical
reductions in complexity but differ in the elegance of their
representation.

The time-frequency selectivity of the wireless channel
may introduce ICI and ISI that can be minimized with
the design of time-frequency confined pulses. Then, if the
ICI is negligible, we can cope with the residual interference
either via simplified subchannel equalization [3] or optimal
and iterative multichannel equalization [4, 11]. The design
of well-localized pulses in analog MC systems has been
treated by several authors [12–17]. A method for the
design of quasiorthogonal DFT modulated FB has been
proposed in [18]. Recently, simple pulse design criteria for
nonorthogonal FMT have been reported in [19].

In [20] we have studied the performance limits of
FMT modulation, and we have given design guidelines such
that frequency and time diversity gains are attainable with
optimal multichannel equalization. However, if complexity
is an issue, linear single channel equalizers will be desirable.
Their performance in doubly dispersive fading channels has
been studied in [21] assuming a rectangular, a sinc, a root-
raised-cosine (rrc), and a Gaussian pulse.

The FB design described in [12–19] does not provide
orthogonality using finite length pulses, that is, the FB
does not grant perfect reconstruction even in the presence
of an ideal channel. This condition eases the pulse design
problem. The goal of achieving orthogonality is desirable but
it makes the FB design more challenging. The construction
of orthogonal DFT filter banks has been discussed in [7,
8]. Examples of pulses with practical relevance have been
reported in [8] where, however, it is recognized that the
design becomes significantly complex as the number of
subchannels increases. Therefore, it has been proposed to
perform polynomial fitting of the parameters to decrease
the number of variables which however yields a quasi-
orthogonal FB. In [22] we have presented preliminary results
about the perfect orthogonal FB design. In this paper,
we bring new insights to this problem. We show that
the polyphase decomposition of the signals used in the
realization [6] allows deriving the orthogonal FB equations
and writing them in a number of uncoupled subsets. Each

subset needs a small number of parameters, which simplifies
the search of optimal pulses. The search of optimal pulses
is carried out with the objective of maximizing the in-
band to total pulse energy, or minimizing the mean square
error between the pulse and a target frequency response.
A numerical method is presented to obtain well frequency
confined subchannel pulses for an arbitrary large number of
subchannels. Some examples of pulses with minimal length
are then reported.

Finally, the performance in terms of average signal-to-
interference power ratio of the orthogonal FMT system in
typical multi-path fading channels is reported and compared
to that obtained with a conventional truncated root-raised-
cosine pulse. Then, we report a comparison in terms of
achievable rate between FMT and cyclically prefixed OFDM
using the IEEE 802.11 WLAN channel model in [23]. It
is found that even deploying minimal length pulses and
with single tap equalization, in the considered scenario, the
achievable rate of FMT is higher than that of OFDM.

This paper is organized as follows. In Section 2, we report
the notation used in this paper. In Section 3, we describe the
FMT system model, while in Sections 4, 5 and 6 we derive
the three efficient realizations. The differences/similarities
and the complexity analysis is reported in Section 7. The
construction of an orthogonal FMT system is discussed in
Section 8. Several design examples are reported in Section 9.
The performance in fading channels is shown in Section 10.
Finally, we report the conclusions.

2. Notation

The notation related to the operators, constants, and signals
used in this paper is summarized in Table 1. A discrete time
signal is denoted either with x or x(Nn). It is a function
x :Z(N) → C where Z(N) is the set of integer numbers
multiple of N with N belonging to the set N of natural
numbers, that is, Z(N) = {−∞, . . . ,−N , 0,N , 2N , . . . , +∞},
and C is the set of complex numbers. The notation x(Nn)
explicitly shows the definition domain of the signal.

2.1. Operators. To derive the FMT realizations presented in
this paper, it is convenient to use the notation of operators, in
particular, the translation, sampling, and interpolation. They
are defined as follows.

(1) Operator τa: translation of signal x : Z(P) → C by
a ∈ Z

τa[x] = x(P(n + a)). (1)

(2) Operator CN : sampling of signal x : Z(P) → C by
N ∈ N

CN [x] = x(NPn). (2)

(3) Operator IN : interpolation of signal y : Z(K) → C
by N ∈ Z, with K = PN , and P ∈ N

IN
[
y
] =

⎧
⎨

⎩

y(Pn) if n ∈ Z(N),

0 otherwise.
(3)
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Table 1: Operator notation and useful signals and constants.

Operator Notation

Convolution [x ∗ h](n)

Translation
τa[x](Pn) = x(P(n + a))

(x : Z(P) → C)

Sampling
CN [x](NPn) = x(NPn)

(x : Z(P) → C)

Interpolation
IN [y](Pn) =

⎧
⎪⎨

⎪⎩

y(Pn) if n ∈ Z(N)

0 otherwise

(y : Z(K) → C and K = NP)

Signals and constants

M number of subchannels

N sampling-interpolation factor

M1 l.c.m.(M,N) (least common multiple)

M0 M1/N

N0 M1/M

Lf prototype filter length

LM Lf /N

LN L f /M

WM e− j(2π/M)

a(k)(Nn) data input at the kth subchannel

b(k)(Nn) output at the kth subchannel

g(n) synthesis bank prototype filter

h(n) analysis bank prototype filter

ã(k)(Nn) a(k)(Nn)WkNn
M

b̃(k)(Nn) b(k)(Nn)W−kNn
M

g(k)(n) g(n)W−kn
M

h(k)(n) h(n)W−kn
M

div[A,B] floor(A/B)

mod[A,B] A− div[A,B] B

ya =
∑N0−1

b=0 xa+Mb M-periodic repetition of xi
a ∈ {0, . . . ,M − 1} i ∈ {0, . . . ,N0M − 1}
xa = ymod[a,M] N0-cyclic extension of yi
a ∈ {0, . . . ,N0M − 1} i ∈ {0, . . . ,M − 1}

We often write signals with the specification of the
definition domain, for example, τa[x](Pn) instead of τa[x],
as in Table 1. The properties of the operators that are
exploited in this paper are listed below.

(1) Translation properties:

τa
[
x + y

] = τa[x] + τa
[
y
]

Additive property, (4)

τa
[
xy
] = τa[x]τa

[
y
]

Multiplicative property, (5)

τa
[
τb[x]

]
= τb[τa[x]]

= τa+b[x] Commutative property.
(6)

(2) Sampling properties:

CM
[
x + y

] = CM[x] + CM
[
y
]

Additive property, (7)

CM
[
xy
] = CM[x]CM

[
y
]

Multiplicative property,
(8)

CM[CN [x]] = CN [CM[x]]

= CMN [x] Commutative property,
(9)

CN

[
τNa[x]

]
= τa[CN [x]]

Sampling-translation property.
(10)

(3) Interpolation properties:

IM
[
x + y

] = IM[x] + IM
[
y
]

Additive property, (11)

IM
[
xy
] = IM[x]IM

[
y
]

Multiplicative property, (12)

IM[IN [x]] = IN [IM[x]]

= IMN [x] Commutative property,
(13)

IN [τa[x]] = τNa[IN [x]]

Interpolation-translation property.
(14)

(4) Convolution properties:

τa
[
x ∗ y

] = x ∗ τa[y]

= τa[x]∗ y

Convolution-translation property,

(15)

IN [x]∗ IN [h] = IN [x ∗ h] Noble identity 1, (16)

CN [x ∗ IN [h]] = CN [x]∗ h Noble identity 2, (17)

x ∗
(
hw(k)

)
=
((
xw(−k)

)
∗ h
)
w(k)

Convolution-modulation property,
(18)

where in (18) w(k)(n) =Wkn
M and WM = e− j(2π/M).

2.2. Polyphase Decomposition. The M-order polyphase
decomposition of a signal x : Z(P) → C generates M low-rate
signals xi : Z(MP) → C with i ∈ {0, 1, . . . ,M − 1} that are
referred to as polyphase components. They are defined as

xi(MPn) = x(P(Mn + i))

= CM

[
τi[x]

]
A-type polyphase decomposition.

(19)

The polyphase components are obtained with a serial-to-
parallel (S/P) conversion. We can recover the original signal
x from the polyphase components as follows:

x(Pn) =
M−1∑

i=0

IM[xi](Pn− Pi) =
M−1∑

i=0

τ−i[IM[xi]](Pn).

(20)
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a(M−1)(Nn)

a(1)(Nn)

a(0)(Nn)

↑N

↑N

↑N

↓N

↓N

↓N

g(M−1)(n)

g(1)(n)

g(0)(n)

++ gch(n)

b(M−1)(Nn)

b(1)(Nn)

b(0)(Nn)

...
...w(n)

h(M−1)(n)

h(1)(n)

h(0)(n)

Figure 1: Modified FMT scheme.

Relation (20) corresponds to a parallel-to-serial (P/S)
conversion. If we change i into −i, the polyphase decompo-
sition will be referred to as B-type decomposition.

3. FMT Scheme

We consider an FMT scheme as depicted in Figure 1 where
the discrete-time transmitted signal at the output of the
synthesis FB, x : Z(1) → C, is obtained by the modulation
of M data streams at low rate a(k) : Z(N) → C, with
k ∈ {0, 1, . . . ,M − 1}, that belong to the QAM signal set.
Using the operator notation, as summarized in Table 1, the
transmitted signal can be written as

x(n)=
M−1∑

k=0

∑

l∈Z
a(k)(Nl)g(k)(n−Nl)=

M−1∑

k=0

[
IN
[
a(k)
]
∗g(k)

]
(n),

(21)

where M is the number of subchannels of the transmitter,
and N is the sampling-interpolation factor. According to
(21), the signals a(k)(Nl) are upsampled by a factor N and
are filtered by the modulated pulses g(k)(n) = g(n)W−kn

M ,
with g(n) being the prototype filter of the synthesis bank and
Wkn

M = e− j(2π/M)kn. Then, the subchannel signals are summed
and sent over the transmission media.

After propagation through the transmission media, the
received signal y(n) is processed by the analysis FB whose
outputs are

b(k)(Nn) =
∑

m∈Z
y(m)h(k)(Nn−m) = CN

[
y ∗ h(k)

]
(Nn).

(22)

We refer to the direct implementation of (21)-(22) as
the inefficient realization since it requires a bank of high-
rate filters. Fortunately, the FMT scheme can be efficiently
realized via three DFT based architectures that we describe
in the following.

4. Realization A: M1-Order Polyphase
Decomposition of the Signals

4.1. Synthesis Bank in Method A. A first efficient realization
of the synthesis bank [6] will be derived if we perform a
polyphase decomposition of order M1 = M0N = N0M =
l.c.m.[M,N] of the signal x in (21). The ith polyphase

component xi : Z(M1) → C with i ∈ {0, . . . ,M1 − 1} can
be written as

xi(M1n) =
M−1∑

k=0

∑

l∈Z
a(k)(Nl)g(M1n + i−Nl)W−k(M1n+i−Nl)

M

(23)

=
∑

l∈Z

M−1∑

k=0

a(k)(Nl)WkNl
M gi(M1n−Nl)W−ki

M , (24)

where gi : Z(N) → C is the ith N-order polyphase
decomposition of the pulse g. If we define

ã(k)(Nl) = a(k)(Nl)WkNl
M ,

Ã(i)(Nl) =
M−1∑

k=0

ã(k)(Nl)W−ki
M ,

(25)

where ã(k)(Nl) is the signal obtained by modulating the data
symbols by WkNl

M , and Ã(i) : Z(N) → C for i ∈ {0, . . . ,M1 −
1} is the Inverse Discrete Fourier Transform (IDFT) of the
signal ã(k) for k ∈ {0, . . . ,M − 1}, we will obtain

xi(M1n) =
∑

l∈Z
Ã(i)(Nl)gi(M0Nn−Nl)

= CM0

[
Ã(i) ∗ gi

]
(M1n).

(26)

Now, in order to better understand the structure of the
polyphase filters, we use the operator notation which helps
us to greatly simplify the derivation. First, we redefine the
index i as

i = α +Nβ = p +Mm (27)

with

α = mod[i,N], β = div[i,N],

p = mod[i,M], m = div[i,M]
(28)

and α ∈ {0, . . . ,N−1}, β ∈ {0, . . . ,M0−1}, p ∈ {0, . . . ,M−
1},m ∈ {0, . . . ,N0 − 1}.

Then, we have that Ã(i) = Ã(p+mM) = Ã(p) = Ã(mod[i,M])

and

gi = gα+Nβ

= CN

[
τα+Nβ[g

]] (
using (19)

)

= τβ
[
CN
[
τα
[
g
]]] (

using (5) and (10)
)

= τdiv[i,N][gmod[i,N]
]

(
using (19) and substituting α and β

)
.

(29)
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Figure 2: Synthesis bank (method A).
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Figure 3: Analysis bank (method A).

Finally, the ith polyphase component of the transmitted
signal x can be written as

xi(M1n) = CM0

[
Ã(mod[i,M]) ∗ τdiv[i,N][gmod[i,N]

]]
(M1n).

(30)

Therefore, as shown in Figure 2, the synthesis FB real-
ization comprises the following operations. The blocks of
data ã(k) are processed by an M-point IDFT. Each output
block is cyclically extended to the block Ã(mod[i,M]) of size
M1. The signals Ã(i) are filtered, after a delay, with the N-
order polyphase components of the prototype pulse. Finally,
the filter outputs are sampled by a factor M0 and parallel-to-
serial converted.

4.2. Analysis Bank in Method A. According to [6], the
efficient realization of the analysis FB is obtained with anM1-
order polyphase decomposition of the signal y(n)Wkn

M at the
receiver. We can rearrange the analysis bank equation (22) as

b(k)(Nn) =
∑

i∈Z
y(i)h(Nn− i)W−k(Nn−i)

M

=
⎛

⎝
∑

i∈Z
y(i)Wki

Mh(Nn− i)
⎞

⎠W−kNn
M .

(31)

Now, if we define

b̃(k)(Nn) =
∑

i∈Z
y(i)Wki

Mh(Nn− i) (32)

and we perform a polyphase decomposition of order M1 =
l.c.m.(M,N) = M0N = N0M on the signal y(i)Wki

M , we will
obtain

b̃(k)(Nn) =
M1−1∑

l=0

∑

i∈Z
y(M1i + l)Wk(M1i+l)

M h(Nn−M1i− l)

(33)

=
M1−1∑

l=0

∑

i∈Z
yl(M1i)h−l(Nn−M1i)Wkl

M (34)

=
M1−1∑

l=0

[
IM0

[
yl
]∗ h−l

]
(Nn)Wkl

M. (35)

If we redefine l = p + Mm = α + Nβ with m ∈
{0, . . . ,N0 − 1}, p ∈ {0, . . . ,M − 1}, α ∈ {0, . . . ,N −
1}, and β ∈ {0, . . . ,M0 − 1} as in (27)-(28), we will
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obtain

h−l = h−α−Nβ (36)

= CN

[
τ−α−Nβ[h]

] (
using (19)

)
(37)

= τ−β[CN [τ−α [h]]]
(
using (5) and (10)

)
(38)

= τ−div[l,N][h−mod[l,N]
]

(
using (19) and substituting α and β

)
.

(39)

Substituting (39) in (35), we obtain the final expression
as follows

b̃(k)(Nn) =
M−1∑

p=0

W
kp
M

⎛

⎝
N0−1∑

m=0

[
IM0

[
yp+Mm

]

∗τ−div[p+Mm,N]
[
h−mod[p+Mm,N]

]]
(Nn)

⎞

⎠.

(40)

Therefore, as shown in Figure 3, the analysis FB realiza-
tion comprises the following operations. The received signal
is serial-to-parallel converted with a converter of sizeM1. The
output signals are upsampled by a factor M0, filtered with
the N-order polyphase components of the prototype pulse.
Then, after a delay, we compute the periodic repetition with
period M of the block of coefficients of size M1. Finally, the
M-point DFT is performed.

5. Realization B: M1-order Polyphase
Decomposition of the Pulses

5.1. Synthesis Bank in Method B. In a second method [7, 8],
the efficient realization of the synthesis FB is obtained by
performing an M1-order polyphase decomposition of the
filter g(k), with M1 = l.c.m(M,N). In Appendix A, a detailed
derivation in the time-domain is reported and it shows that
the polyphase components xα : Z(N) → C, with α ∈
{0, 1, . . . ,N−1}, of the transmitted signal x can be written as
(see Appendix A)

xα(Nn) =
M0−1∑

β=0

[
A(mod[α+Nβ,M]) ∗ τ−β

[
IM0

[
gα+Nβ

]]]
(Nn).

(41)

In (41), A(l) : Z(N) → C, with l ∈ {0, 1, . . . ,M − 1}, is
the M-point IDFT of a(k), k ∈ {0, . . . ,M − 1}, that is,

A(l)(Nn) =
M−1∑

k=0

a(k)(Nn)W−kl
M , (42)

and gi : Z(M1) → C are the M1-order polyphase
components of the prototype filter g that are defined as

gi(M1n) = CM1

[
τi
[
g
]]

(M1n) i ∈ {0, 1, . . . ,M1 − 1}. (43)

Therefore, as shown in Figure 4, the synthesis FB real-
ization comprises the following operations. The blocks a(k)

of data are processed with an M-IDFT. The output block
is cyclically extended to a block of size M1. The subchannel
signals are filtered, after a delay, with theM1-order polyphase
components of the prototype pulse interpolated by M0. The
output blocks of size M1 are periodically repeated with
period N and parallel-to-serial converted by a converter of
size N .

5.2. Analysis Bank in Method B. In this second method [7, 8],
the efficient realization of the analysis FB is obtained by
exploiting the M1-order polyphase decomposition of the
pulses h(k) with k ∈ {0, 1, . . . ,M − 1}. The FB outputs can
be written as (see Appendix A)

b(k)(Nn) =
M−1∑

p=0

⎛

⎝W
kp
M

N0−1∑

m=0

[
τdiv[p+Mm,N]ymod[p+Mm,N]

∗IM0

[
h−p−Mm

]]
(Nn)

⎞

⎠,

(44)

where yi : Z(N) → C are the N-order polyphase
components of the received signal y that are defined as

yi(Nn) = CN

[
τi
[
y
]]

(Nn) i ∈ {0, 1, . . . ,N − 1}. (45)

The M1-order polyphase components of the prototype
filter h are defined as

h−l(M1n) = CM1

[
τ−l[h]

]
(M1n) l ∈ {0, 1, . . . ,M1 − 1}.

(46)

Therefore, as shown in Figure 5, this realization com-
prises the following operations. The received signal is serial-
to-parallel converted by a size N converter. The outputs of
the S/P converter are cyclically extended M0 times. Then, the
signals are filtered with the M1-order polyphase components
of the prototype pulse after appropriate delays. Finally, a
periodic repetition with period M on the output blocks is
computed, and an M-DFT is performed.

6. Realization C: Lf -Order Polyphase
Decomposition of the Pulses

6.1. Synthesis Bank in Method C. The third method of
realizing the synthesis FB is described in [10]. It starts
from the assumption that the prototype pulse g has length
L f = LMN = LNM, that is, without loss of generality, a
multiple of both M and N . Then, if we exploit the L f -order
polyphase decomposition of the filters g(k), each having a
single coefficient, the αth N-order polyphase component of
the signal x can be written as

xα(Nn) =
LM−1∑

β=0

τ−β
[
A(mod[α+Nβ,M]) × g(α +Nβ

)]
(Nn).

(47)
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Figure 5: Analysis bank (method B).

In (47), A(l) : Z(N) → C, with l ∈ {0, 1, . . . ,M − 1},
is the M-point IDFT of a(k), k ∈ {0, . . . ,M − 1}, (see (45))
and g(i) are the prototype pulse coefficients that correspond
to the L f -order polyphase components. The proof is given in
Appendix B.

Therefore, as shown in Figure 6, the realization com-
prises the following operations. The data signals a(k) are
processed with an M-IDFT. The output blocks are cyclically
extended, to form a block of size LNM. Then, the out-
puts after a proper delay are multiplied by the polyphase
coefficients of the prototype filter. Each output block is
periodically repeated with period N , and parallel-to-serial
converted with a converter of size N .

6.2. Analysis Bank in Method C. We assume, according
to [10], without loss of generality the pulse h(n) to be
anticausal and defined for n ∈ {−L f + 1, . . . , 0}. The efficient
realization of the analysis FB is obtained exploiting the L f -
order polyphase decomposition of the filter h(k) with k ∈
{0, 1, . . . ,M−1}. In Appendix B, we show that the FB outputs

are obtained as follows:

b(k)(Nn) =
M−1∑

p=0

W
kp
M

⎛

⎝
LN−1∑

m=0

τdiv[p+Mm,N]
[
ymod[p+Mm,N]

×h(−p−Mm
)]

(Nn)

⎞

⎠,

(48)

where yi : Z(N) → C are the N-order polyphase
components of the received signal y that are defined as

yi(Nn) = CN

[
τi
[
y
]]

(Nn) i ∈ {0, 1, . . . ,N − 1} (49)

and h(i) are the prototype pulse coefficients that correspond
to the L f -order polyphase components.

Therefore, as shown in Figure 7, the received signal is
serial-to-parallel converted with a converter of size N . The
outputs of the S/P converter are cyclically extended M0

times. Then, the signals are delayed and multiplied with
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Figure 7: Analysis bank (method C).

the coefficients of the prototype filter. The resulting block is
periodically repeated with period M, and finally, an M-DFT
is applied.

7. Comparison among FMT Realizations

All three realizations deploy an M-point DFT, and essentially
differ in the MIMO polyphase FB network which has size
M1 ×M1 in the first and second realizations, while it has size
L f × L f in the third realization. Furthermore, the polyphase
components of the pulses for methods A, B, and C have
different length that is respectively equal to L f /N , L f /M1,
and 1. When L f = M1, the implementations B and C are
identical.

The complexity of the three structures in terms of num-
ber of complex operations (additions and multiplications)
per unit sampling time is identical and it has order equal to
(αMlog2M + 2L f )/N for both the synthesis and the analysis
bank which can be proved following the detailed calculation
for realization A in [5]. The factor α depends on the FFT

algorithm [24]. As an example, assuming M = 64, N = 80,
α = 1.2, and a pulse with length L f /N = {1, 2, 3}, the
complexity for realizations A, B, and C respectively equals
{7.8, 9.8, 11.8} oper./samp. for both the transmitter and the
receiver.

The three schemes require the same memory usage that
we define in terms of memory units per output sample
(MUPS), where a memory unit is the space required to store
one coefficient. Without taking into account the memory
requirements of the DFT stages (identical for all three
realizations), the synthesis and the analysis polyphase FB
respectively require (MLM + N)/N and (L f + M)/M MUPS.
As an example, assuming again M = 64, N = 80, and a
pulse with length L f /N = {1, 2, 3}, the MUPS for realizations
A, B, and C are respectively equal to {1.8, 2.6, 3.4} for the
synthesis bank and to {2.3, 3.5, 4.8} for the analysis bank.
It should however to be noted that as discussed in [25],
depending on the DSP architecture and the specific pro-
cessing procedures, the memory requirements may slightly
change.
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Another difference is that when we derive the perfect
reconstruction (orthogonality) conditions in matrix form
from the efficient realization, we obtain a different factoriza-
tion of the system matrix that can be exploited in the design
and search of optimal orthogonal pulses. This is discussed in
the next section.

8. Perfect Reconstruction and Orthogonality

To derive the perfect reconstruction conditions for the
FB, we can exploit the realization A of Figures 2 and 3.
Perfect reconstruction will be achieved if theM-IDFT output
coefficients at the transmitter Ã(k) are identical (despite a
delay) to the input block B̃(k) of coefficients to the M-DFT
at the receiver. The signal of the ath subchannel at the input
of the DFT receiver is given by

B̃(a)(Nn) =
N0−1∑

b=0

[
IM0 [xa+Mb]∗ h−a−Mb

]
(Nn). (50)

The analysis subchannel pulse has been obtained by the
the N-order polyphase decomposition of the prototype filter
h, that is, hl = CN [τ−l[h]] with l ∈ {0, 1, . . . ,M1−1}. We now
perform a further M0-order polyphase decomposition of the
subchannel pulse and we obtain that it equals the M1-order
polyphase component of h. This is shown in what follows:

CM0

[
τβ[h−a−Mb]

]
= CM0

[
τβ
[
CN

[
τ−a−Mb[h]

]]

= CM0

[
CN

[
τNβ

[
τ−a−Mb[h]

]]]

= CM1

[
τNβ−a−Mb[h]

]
= h′Nβ−a−Mb.

(51)

Now, (50) can be rewritten as

B̃(a)(Nn) =
N0−1∑

b=0

⎡

⎣IM0 [xa+Mb]∗
M0−1∑

β=0

τ−β
[
IM0

[
h′Nβ−a−Mb

]]
⎤

⎦(Nn)

=
M0−1∑

β=0

τ−β
⎡

⎣IM0

⎡

⎣
N0−1∑

b=0

xa+Mb ∗ h′Nβ−a−Mb

⎤

⎦(Nn)

=
M0−1∑

β=0

τ−β
[
IM0

[
B̃(a)
β

]]
(Nn),

(52)

where we have defined

B̃(a)
β (M1n) =

N0−1∑

b=0

[
xa+Mb ∗ h′Nβ−a−Mb

]
(M1n)

=
N0−1∑

b=0

[
CM0

[
Ã(a+Mb) ∗ ga+Mb

]
∗h′Nβ−a−Mb

]
(M1n).

(53)

Similarly to what has been done for the pulses hl, we
can perform an M0-order polyphase decomposition of the

pulses gl, and obtain that it equals the M1-order polyphase
decomposition of the prototype pulse g, that is,

CM0

[
τ−α
[
ga+Mb

]] = CM1

[
τa+Mb−Nα[g

]] = g′a+Mb−Nα. (54)

It follows that (53) can be written as

B̃(a)
β (M1n) =

N0−1∑

b=0

⎡

⎣CM0

⎡

⎣Ã(a)∗
M0−1∑

α=0

τα
[
IM0

[
g′a+Mb−Nα

]]
⎤

⎦

∗h′Nβ−a−Mb

⎤

⎦(M1n)

=
M0−1∑

α=0

⎡

⎣CM0

[
τα
[
Ã(a)

]]
∗

N0−1∑

b=0

g′a+Mb−Nα

∗h′Nβ−a−Mb

⎤

⎦(M1n).

(55)

Finally, if we define with Ã(a)
α = CM0 [τα[Ã(a)]] the M0-

order polyphase component of Ã(a), we can write

B̃(a)
β (M1n) =

M0−1∑

α=0

⎡

⎣Ã(a)
α ∗

N0−1∑

b=0

g′a+Mb−Nα ∗ h′Nβ−a−Mb

⎤

⎦(M1n),

(56)

where the signal Ã(a)
α : Z(M1) → C and B̃(a)

β : Z(M1) → C
with α,β ∈ {0, 1, . . . ,M0 − 1} are the M0 order polyphase
components of Ã(a) and B̃(a):

Ã(a)
α (M1n) = CM0

[
ταÃ(a)

]
(M1n) α ∈ {0, 1, . . . ,M0 − 1},

(57)

B̃(a)
β (M1n) = CM0

[
τβB̃(a)

]
(M1n) β ∈ {0, 1, . . . ,M0 − 1},

(58)

and g′i : Z(M1) → C,h′i : Z(M1) → C with i ∈
{0, 1, . . . ,M1 − 1} are the M0 order polyphase components
of gi and hi. They are equal to the M1-order polyphase
components of the prototype pulse g and h, that is,

g′i (M1n) = CM1

[
τi
[
g
]]

(M1n) i ∈ {0, 1, . . . ,M1 − 1},

h′i (M1n) = CM1

[
τi[h]

]
(M1n).

(59)

Therefore, from (57) the perfect reconstruction condition
becomes

N0−1∑

b=0

[
g′Mb+a−Nα ∗ h′Nβ−a−Mb

]
(M1n) = δ(M1n)δ

(
α− β)

(60)

with δ(k) being the Kronecker delta. Applying the Z-
transform to (60), the relation becomes

N0−1∑

b=0

G′Mb+a−Nα(z)H′
Nβ−a−Mb(z) = δ

(
α− β). (61)
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Thus, if we define the following M0 ×N0 matrix:

Ga(z) =

⎡

⎢
⎢
⎢
⎢
⎢
⎢
⎢
⎣

G′a(z) · · · G′(N0−1)M+a(z)

G′a−N (z) · · · G′(N0−1)M+a−N (z)

...
...

...

G′a−(M0−1)N (z) · · · G′(N0−1)M+a−(M0−1)N (z)

⎤

⎥
⎥
⎥
⎥
⎥
⎥
⎥
⎦

T

(62)

and we assume a matched analysis FB, that is, H−a(z) =
(GT

a (1/z∗))
∗

, the perfect reconstruction conditions will
become the orthogonality conditions such that they can be
written in matrix form as

H−a(z)Ga(z) = IM0 a ∈ {0, 1, . . . ,M − 1}. (63)

It is interesting to note that the FB is orthogonal when
every submatrix (63) is orthogonal. Further, when M and
N are not prime among them, that is, l.c.m.(M,N) /= 1, each
submatrix contains pulse coefficients that are distinct from
those in another submatrix. Consequently, the orthogonality
conditions are imposed on distinct subsets of pulse coeffi-
cients.

We note that for N = M, the submatrices are squared
therefore the only possible solution is to choose the pro-
totype filter with length M (submatrices are polynomial so
their inverse is polynomial if and only if each submatrix
component is a monomial). Therefore, a plausible solution
is the rectangular pulse, which yields the OFDM scheme. If
N > M, the submatrices become rectangular enhancing the
degrees of freedom in the choice of the shape and the length
of the prototype filter.

9. Orthogonal FMT System Design

Orthogonal matrices can be constructed via the parametriza-
tion of the pulse coefficients with angles as proposed in [8],
that is, expressing the pulse coefficients with trigonometric
functions of the angles. For every choice of the angles, the
FB is orthogonal. Then, the search of optimal pulses can
be done defining an objective function (metric). The metric
can be defined either as the maximization of the in-band
energy to the total pulse energy, or as the minimization of
the mean squared error between the pulse spectrum and a
target frequency response. The metrics are the following.

(1) METRIC 1: maximum in-band to total energy

θ̂ = arg max
θ

∫ 1/2M
−1/2M

∣
∣G( f , θ)

∣
∣2
df

∫∞
−∞
∣∣G( f , θ)

∣∣2
df

, (64)

where G( f , θ) is the frequency response of the pulse
obtained for a certain choice of the angles stored in
the vector θ.

(2) METRIC 2: least squares

θ̂ = arg min
θ

∫∞

−∞

∣∣G( f , θ)−H( f )
∣∣2
df , (65)

where H( f ) is the target frequency response.

Since the efficient realization requires an M-point DFT,
we can impose M = 2n with n integer in order to allow for
an efficient fast Fourier transform-based implementation.
Furthermore, since N = 2nN0/M0 must be integer, M0 must
also be an integer power of two. Now, we can choose N0 =
M0 + 1 such that we minimize the amount of redundancy,
that is, minimize the ratio N/M = N0/M0. Furthermore,
we can choose M and N not to be relatively prime which
simplifies the orthogonal FB design. If it is further desired
to have nonpolynomial submatrices, we can choose the pulse
length L f =M1 =M0N.

For example, if we assume M = 1024 subchannels, and
we choose M0 = 2 and N0 = 3 (which implies N = 1536),
and a pulse with length L f =M0N = 3072, the orthogonality
relations will yield 512 submatrices with 2 variables each. In
turn, this implies that we need to independently solve 512
subsystems with only 2 variables each.

9.1. Simplified Optimization for Large Number of Subchannels.
The FB design procedure is based on the parametrization
of the pulse coefficients with angles such that we fulfill
the orthogonality conditions, and we deal with a minimal
set of free variables [26]. Then, the next step is to find
the set of angles such that a certain metric is satisfied
(in our case, we use (64) or (65)). The problem becomes
complex as the number of subchannels M increases since
the number of variables becomes large. For instance, with
M = 1024,M0 = 2,N0 = 3, and L f = 2N , the amount of
angles is 1024. Consequently, it becomes difficult to obtain an
acceptable solution with standard methods of optimization,
for example, the conjugate gradient method.

To simplify the problem, in [8] it has been proposed to
reduce the number of angles by polynomial fitting of them.
However, this procedure does not allow obtaining a perfectly
orthogonal FB solution. We instead propose an alternative
method that significantly simplifies the orthogonal FB
design for arbitrarily large M and it maintains the perfect
orthogonality. The procedure is iterative and comprises two
steps. In the first step, we design the pulse for a value of M
that allows using conventional optimization methods, that
is, for a number of subchannels that yields a manageable
number of variables. In a second iterative step, we increase
the number of subchannels by a factor of two and obtain the
pulses via interpolation and adjustment of the coefficients
such that orthogonality is granted. The procedure is detailed
in the following.

Step 1. We minimize for instance the metric (65) for the case
M =M0. This step can be easily performed since the number
of variables is small, for example, for M = M0 and L f = N ,
the subsystem has only one variable, and the optimal solution
is determined. We denote the prototype pulse obtained at this
step with ĝM0 where the subscript denotes that the filter is
designed for the system with M0 channels.

Step 2. We interpolate ĝM0 by a factor 2 with a low-pass filter

and we obtain the filter ĥ2M0 = I2[ĝM0 ] which has the same

spectrum of ĝM0 . The preliminary pulse ĥ2M0 has the length
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required for the FB with M = 2M0 and L f = N , that
is, for the system with double the number of subchannels
of the one at Step 1. We note that the even coefficients of

ĥ2M0 are the coefficients of ĝM0 (n) and the odd coefficients

are those derived from interpolation. The filter ĥ2M0 is not
orthogonal for the system M = 2M0 but starting from it
we can obtain an orthogonal filter with similar frequency
response. The FB of size 2M0 has a system matrix of size
that is double that of the FB of size M0. The system matrix

is block diagonal, and the even coefficients of the pulse ĥ2M0

already grant half of the matrix subblocks to be orthogonal.
The odd coefficients do not grant the remaining subblocks to
be orthogonal. To achieve orthogonality, we keep some of the
odd coefficients identical to those obtained via interpolation
while we adjust the remaining odd coefficients by solving the
set of orthogonality conditions associated to the subblock.
We denote this new filter as ĝ2M0 (n). Its spectrum is very close

to that of the filter ĥ2M0 . Furthermore, the FB with this new
filter is orthogonal.

The procedure at Step 2 can be iteratively repeated
starting from ĝ2M0 (n) such that we can easily design FBs with
prototype pulses ĝ2kM0 (n) for every k ∈ N, that is, arbitrarily
large number of subchannels.

9.2. Design of Minimum Length FMT Prototype Pulses. The
design of minimal length pulses is very important because
it allows minimizing the FMT system realization complexity.
In this section, we discuss the design of pulses of lengthes
L f = N and L f = 2N and we report a detailed description
of their construction. We use the least square metric
with a root-raised cosine target frequency response. The
optimization procedure is the one described in the previous
section.

In the following, to simplify the notation, we define the
prototype pulse coefficients as

g(n) = h∗(−n) = pn. (66)

9.2.1. Example of Prototype Pulse Design (M0 = 2,N0 = 3, and
L f = {N , 2N}). Let us assume a transmission system withM
being a power of 2, M0 = 2, N0 = 3, and L f = 2N . Hence,
N = 3M/2. The submatrices in (63) have the following
structure:

Ga(z) =
⎡

⎣
pa pM+a p2M+a

z−1pM1+(a−N) z−1pM1+(M+a−N) p2M+a−N

⎤

⎦

T

,

(67)

where according to (66) pn are the coefficients of the
prototype pulse and a ∈ {0, 1, . . . ,M/M0 − 1}. If a filter
coefficient is present in the submatrix Gi, it cannot be present
in any other submatrix G j with j /= i. This implies that the
subsystems are uncoupled.

From (67), we can derive the orthogonal conditions also
for L f = N simply setting certain elements to zero, as detailed
in the following.

Case 1 (L f = N). For the case L f = N , the orthogonality
conditions for the ath subsystem are given by the following
equations:

p2
a + p2

M+a = 1,

p2
2M+a−N = 1

(68)

with a ∈ {0, 1, . . . ,M/M0 − 1}. In order to solve the system
using a minimal set of variables, we can parameterize the
pulse coefficients with angles as follows:

pa = cos
(
θa,1
)
,

pM+a = sin
(
θa,1
)
,

p2M+a−N = 1.

(69)

Case 2 (L f = 2N). Now, the orthogonality conditions for the
ath subsystem are given by the following equations:

p2
a + p2

M+a + p2
2M+a = 1,

p2
M1+(a−N) + p2

M1+(M+a−N) + p2
2M+a−N = 1,

papM1+(a−N) + pM+a pM1+(M+a−N) = 0,

p2M+a p2M+a−N = 0,

(70)

with a ∈ {0, 1, . . . ,M/M0 − 1}. Choosing p2M+a = 0, and
parameterizing the pulse coefficients with angles, the system
solution is

pa = cos
(
θa,1
)
,

pM+a = sin
(
θa,1
)
,

p2M+a = 0,

p2M+a−N = cos
(
θa,2
)
,

pM1+(a−N) = − sin
(
θa,1
)

sin
(
θa,2
)
,

pM1+(M+a−N) = cos
(
θa,1
)

sin
(
θa,2
)
.

(71)

For every choice of (θa,1, θa,2) with a ∈ {0, 1, . . . ,M/M0−
1}, the FMT scheme is orthogonal. We then define the vectors
θ1 = [θ0,1, θ1,1, . . . , θM/M0,1] and θ2 = [θ0,2, θ1,2, . . . , θM/M0,2]
and we search for pulses that satisfy the metrices (64) and
(65). The search is done according to the algorithm described
in Section 9.1. In Figures 8 and 9, we show the obtained
pulses for M = 64, 256, 1024.

9.2.2. Example of Prototype Pulse Design (M0 = 4,N0 = 5, and
L f = {N , 2N , . . . ,M0N}). For the case, M0 = 4, N0 = 5, and
L f =M0N , the submatrices have the following structure:

Ga =
⎡

⎢
⎢
⎢
⎢
⎢
⎢
⎣

pa pM+a p2M+a p3M+a p4M+a

z−1pM1+(a−N) A p2M+a−N B p4M+a−N

z−1pM1+(a−2N) C z−1pM1+(2M+a−2N) D p4M+a−2N

z−1pM1+(a−3N) Z z−1pM1+(2M+a−3N) F p4M+a−3N

⎤

⎥
⎥
⎥
⎥
⎥
⎥
⎦

T

,

(72)
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Figure 8: Frequency response and pulse autocorrelation for
parameters M0 = 2, N0 = 3, and Lf = N .

where A denotes z−1pM1+(M+a−N), B dentoes p3M+a−N , C
denotes z−1pM1+(M+a−2N), D denotes p3M+a−2N , Z denotes
z−1pM1+(M+a−3N), and F denotes z−1pM1+(3M+a−3N).

Equation (72) can be used to derive the orthogonality
conditions for the cases L f < M0N simply setting certain
elements to zero, as detailed in following.

Case 1 (L f = N). Setting pi = 0 with i ∈ {6, . . . , 19},
the orthogonality condition for the ath subsystem yields the
following equations:

p2
a + p2

M+a = 1,

p2
2M+a−N = 1,

p2
3M+a−2N = 1,

p2
4M+a−3N = 1.

(73)

The system can be parameterized with angles which
yields

pa = cos
(
θa,1
)
,

pM+a = sin
(
θa,1
)
,

p2
2M+a−N = 1,

p2
3M+a−2N = 1,

p2
4M+a−3N = 1.

(74)

Case 2 (L f = 2N). Setting pi = 0 with i ∈ {11, . . . , 19}, the
orthogonality property for the ath subsystem is determined
by the following equations:
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Figure 9: Frequency response and pulse autocorrelation for
parameters M0 = 2, N0 = 3, and Lf = 2N .

p2
a + p2

M+a + p2
2M+a = 1,

p2
2M+a−N + p2

3M+a−N = 1,

p2
M1+(a−2N) + p2

3M+a−2N + p2
4M+a−2N = 1,

p2
M1+(a−3N) + p2

M1+(M+a−3N) + p2
4M+a−3N = 1,

papM1+(a−3N) + pM+a pM1+(M+a−3N) = 0,

papM1+(a−2N) = 0,

p2M+a−N + p2M+a = 0,

p3M+a−2N p3M+a−N = 0,

p4M+a−3N p4M+a−2N = 0.

(75)

Setting pM1+(M+a−3N) = p3M+a−2N = p2M+a = pM1+(a−2N) = 0
we obtain

pa = cos
(
θa,1
)
,

pM+a = sin
(
θa,1
)
,

p2M+a−N = cos
(
θa,2
)
,

p3M+a−N = sin
(
θa,2
)
,

p4M+a−2N = 1,

pM1+(a−3N) = sin
(
θa,1
)
,

pM1+(M+a−3N) = − cos
(
θa,1
)
.

(76)

In Figures 10 and 11, we show the obtained pulses for
M = 64, 256, 1024.

9.2.3. Generic Design for M0 = 2n,N0 = M0 + 1, and
L f = N . The previous examples can be generalized to the
case given by the parameters M0 = 2n, N0 = M0 + 1, and
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Figure 10: Frequency response and pulse autocorrelation for
parameters M0 = 4, N0 = 5, and Lf = N .
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Figure 11: Frequency response and pulse autocorrelation for
parameters M0 = 4, N0 = 5, and Lf = 2N .

L f = N . To do so we simply set pi = 0 for i > N0, then
the orthogonality conditions for the ath subsystem yield the
following equations:

p2
a + p2

M+a = 1,

p2
(k+1)M+a−kN = 1, k ∈ {1, . . . ,M0 − 1}.

(77)

The system can be parameterized with angles which
yields

pa = cos
(
θa,1
)
,

pM+a = sin
(
θa,1
)
,

p2
(k+1)M+a−kN = 1, k ∈ {1, . . . ,M0 − 1}.

(78)
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Figure 12: Frequency response and pulse autocorrelation for
parameters M0 = 8, N0 = 9, and Lf = N .

As an example, in Figure 12 we show the obtained pulses
for M = 64, 256, 1024,M0 = 8, N0 = 9, and L f = N .

10. Performance in Wireless Fading Channels

In order to evaluate the robustness of the FMT scheme with
the proposed pulses, we first consider transmission over a
wireless dispersive fading channel having impulse response

gch(n) =
∑Np−1

p=0 αpδ(n − p), where αp are independent
circular symmetric complex Gaussian variables with power
Ωp = Ω0e−p/γ, and γ is the normalized delay spread.
The channel is truncated at −20 dB and normalized to
have unit average energy. This channel introduces a loss of
system orthogonality that we evaluate in terms of expected
Signal-to-Interference Power Ratio SIR, versus delay spread
γ. The SIR is evaluated as follows: first we compute the
subchannel signal-to-interference (ISI plus ICI) power ratio
for a given channel realization. Then, we compute the average
signal-to-interference ratio averaged over the subchannels.
Finally, we evaluate the expected (averaged over the channel
realizations) signal-to-interference power ratio.

The simulation has been done for the case M =
64, 256, 1024, L f = N , and N = 3/2M in Figure 13, N =
5/4M in Figure 14, N = 9/8M in Figure 15. To benchmark
the performance of the proposed pulses, we consider the
case M = 64 subcarriers with a Gaussian/IOTA pulse
of length L f = N which is a truncated version of the
Gaussian/IOTA pulse family presented in [12] that is known
to be optimally time-frequency localized. We furthermore
consider a conventional root-raised cosine (rrc) pulse with
roll-of factor 0.2 and variable length L f = 2N , 6N , 20N .

Figures 13–15 show that the FMT system, in the con-
sidered channel, has considerable better performance with
the orthogonal pulses than with the rrc pulse of length
2N , and the Gaussian/IOTA pulse of length N especially
for low values of delay spread. For very high delay spreads,
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Figure 13: SIR versus the normalized delay spread γ for orthogonal
pulse (solid lines) with M0 = 2, N0 = 3, and Lf = N .
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pulse (solid lines) with M0 = 4, N0 = 5, and Lf = N .

the Gaussian/IOTA pulse yields similar performance to the
orthogonal pulse because of the distortions introduced by
the frequency selective channel. The rrc pulse will have a
better behavior only if it has large length (6N and 20N , in
the figures) which however increases the complexity of the
realization.

Furthermore, the figures show that better SIR is obtained
by increasing the number of carriers since the subchannels
exhibit a flatter frequency response.

Now, we consider the application of FMT in indoor
wireless LAN channels. We have used the IEEE 802.11
channel model presented in [23]. This model generates
channels belonging to five classes labeled with B,C,D,E,F.
Each class is a representative of a certain environment,
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Figure 15: SIR versus the normalized delay spread γ for orthogonal
pulse with (solid lines) M0 = 8, N0 = 9, and Lf = N .
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versus OFDM with M = 64, and CP = 16 samples.

for example, small office, large open space/office with line
of sight (LOS), and non-LOS (NLOS) propagation, and
so on. Both small scale multipath fading and large scale
path loss fading as a function of distance are taken into
account. Doppler effects from movement are also considered.
Although the model allows considering MIMO channels, we
restrict ourselves to the case of single-transmit/single-receive
antenna. For a detailed description of the model, see [23] and
references therein. The continuous time complex impulse
response provided by such a model (with slow fading) can
be written as

ĝch(n,d) = A(d)
ν−1∑

p=0

β
(
p
)
δ
(
n− τp

)
, (79)
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where A(d) is the attenuation from path-loss when the
transmitter and the receiver are at distance d, β(p) is the
tap amplitude, and τp is the time delay. The number of
multipath components is denoted with ν. We consider class
B that assumes a LOS environment. The first tap has Rice
amplitude, while the remaining ν − 1 taps are Rayleigh
distributed. To obtain the equivalent discrete time channel
impulse response, we filter the channel response with a low-
pass pulse, and we sample the outputs at rate 1/T that is equal
to the transmission bandwidth of 20 MHz.

Now, we evaluate the system capacity with the above
channel model assuming parallel Gaussian channels. That is,
we assume additive white Gaussian noise, and independent
and Gaussian distributed input signals, which renders ISI
and ICI also Gaussian. Furthermore, we use single tap
subchannel equalization, that is, no attempt is made to
suppress ISI and ICI. Then, the maximal data rate, for a given
channel realization, is

C = 1
NT

M−1∑

k=0

log2

(
1 + SINR(k)

)
[bit/s]. (80)

In (80), SINR(k) denotes the signal over interference plus
noise ratio experienced in subchannel k for a given channel
realization.

In Figure 16, we show the complementary cumulative
distribution function of the capacity (80). The results have
been obtained assuming the class B channel with distances
between transmitter and receiver equal to 20 m, 40 m, and
60 m. The FMT system uses the pulse in Figure 10 with
M = 64 subchannels, and single tap equalization. As a
comparison, we also report the performance of OFDM with
M = 64 subchannels and a cyclic prefix of length 16 samples
(0.8 μs) as defined in the IEEE 802.11 standard. The two
systems have identical overhead. We assume a transmitted
power spectra density (PSD) of −53 dBm/Hz and a noise
PSD of −168 dBm/Hz.

The results show that in the considered scenario,
FMT significantly outperforms OFDM yet having similar
complexity since single tap equalization is used in both
systems, and the pulse used in FMT has minimal length.
For instance, for 80% of channel realizations, OFDM
exceeds 81 Mbits/s at 40 m while FMT exceeds 86 Mbits/s.
Performance improvements are expected if more powerful
subchannel equalization is deployed in FMT.

11. Conclusions

In this paper, we have compared three efficient realizations
of a filtered multitone (FMT) modulation system. We have
shown that these implementations have the same complexity
in terms of complex operations, and similar memory
requirements, but they are different in terms of hardware
implementation and matrix representation due to a different
polyphase FB structure.

We have then considered the design of an orthogonal
FMT system exploiting the matrix structure of the first
realization (the method in [6]) that allows deriving a method
that considerablly simplifies the design of DFT modulated

orthogonal filter banks for certain choices of the parameters
and for arbitrarily large number of subchannels.

Several examples of pulses with minimal length have
been reported and the performance of the system in typical
wireless multi-path fading channels has been shown. The
comparison with the conventional truncated root-raised-
cosine pulse and the Gaussian/IOTA pulse has shown that the
proposed filter design yields significant improved robustness
to multi-path fading. Furthermore, the comparison with
cyclically prefixed OFDM using the IEEE 802.11 WLAN class
B channel has shown that FMT outperforms OFDM, yet
having similar complexity.

Appendices

A. Efficient Implementation Using Cvetković
and Vetterli Method

In this appendix, we derive the Method B proposed by
Cvetković and Vetterli in [7], and more recently by Siclet et
al. in [8] and by McGee in [9].

A.1. Synthesis Bank (Method B). The subchannel pulse
g(k) can be obtained from its A-type M1 order polyphase
decomposition as follows:

g(k)(n) =
M1−1∑

i=0

τ−i
[
IM1

[
g(k)
i

]]
(n),

g(k)
i (M1n) = g(M1n + i)W−k(M1n+i)

M = gi(M1n)W−ki
M ,

(A.1)

where gi is the ith polyphase decomposition of order M1 of
the synthesis prototype pulse.

Using this result, the signal at the synthesis FB (21) can
be written as

x =
M−1∑

k=0

⎡

⎣IN
[
a(k)
]
∗

M1−1∑

i=0

τ−i
[
IM1

[
gi
]]
W−ki

M

⎤

⎦

=
M1−1∑

i=0

⎡

⎣IN

⎡

⎣
M−1∑

k=0

a(k)W−ki
M

⎤

⎦∗ τ−i[IM1

[
gi
]]
⎤

⎦.

(A.2)

Let us define A(i) as the M-point IDFT of the signal a(k).
Then, since M1 =M0N , we obtain

x =
M1−1∑

i=0

[
IN
[
A(i)
]
∗ τ−i[IM0N

[
gi
]]]

(A.3)

=
M1−1∑

i=0

τ−i
[
IN
[
A(i)
]
∗ IM0N

[
gi
]] (

using (15)
)

(A.4)

=
M1−1∑

i=0

τ−i
[
IN
[
A(i)∗IM0

[
gi
]]] (

using (13) and (16)
)
.

(A.5)

We now define the indices

i = p +Mm = α +Nβ (A.6)
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with m ∈ {0, 1, . . . ,N0 − 1}, p ∈ {0, 1, . . . ,M − 1},α ∈
{0, 1, . . . ,N − 1},β ∈ {0, 1, . . . ,M0 − 1}, and p = mod[a +
Nβ,M] and m = div[a +Nβ,M].

Finally, we can rearrange (A.5) as follows:

x =
N−1∑

α=0

M0−1∑

β=0

τ−α−Nβ
[
IN
[
A(mod[α+Nβ,M])∗IM0

[
g(α+Nβ)

]]]

(A.7)

=
N−1∑

α=0

M0−1∑

β=0

τ−α
[
IN
[
A(mod[α+Nβ,M])∗τ−βIM0

[
g(α+Nβ)

]]]

(
using (6), (14), and (15)

)

(A.8)

=
N−1∑

α=0

τ−αIN

⎡

⎣
M0−1∑

β=0

A(mod[α+Nβ,M]) ∗ τ−βIM0

[
g(α+Nβ)

]
⎤

⎦

(
using (11)

)
.

(A.9)

According to (A.9), the transmitted signal is obtained by
a S/P conversion of order N of the polyphase components
(41).

A.2. Analysis Bank (Method B). To start we can express the
kth subchannel filter h(k) in the analysis FB (22) from its B-

type M1 order polyphase components h(k)
−l : Z(M1) :→ C as

follows:

h(k)(n) =
M1−1∑

l=0

τl
[
IM1

[
h(k)
−l
]]

(n),

h(k)
−l = h(M1n− l)W−k(M1n−l)

M = h−l(M1n)Wkl
M ,

(A.10)

where h−l is the lth polyphase component of order M1 of the
analysis prototype pulse.

Then, the FB outputs (22) can be obtained as follows:

b(k) = CN

⎡

⎣x ∗
M1−1∑

l=0

τl
[
IM1 [h−l]

]
Wkl

M

⎤

⎦ (A.11)

=
M1−1∑

l=0

CN

[
τl[x]∗ IM0N [h−l]

]
Wkl

M

(
using (7) and (15)

)
(A.12)

=
M1−1∑

l=0

CN

[
τl[x]

]
∗ IM0 [h−l]Wkl

M

(
using (12) and (17)

)
.

(A.13)

Now, we redefine the indexes l = p + Mm = α +
Nβ with m ∈ {0, 1, . . . ,N0 − 1}, p ∈ {0, 1, . . . ,M −
1},α ∈ {0, 1, . . . ,N − 1},β ∈ {0, 1, . . . ,M0 − 1}, and
α = mod[p + Mm,N], β = div[p + Mm,N]. Thus,

we obtain

b(k) =
M−1∑

p=0

N0−1∑

m=0

[
CN

[
τα+Nβ[x]

]
∗ IM0

[
h−p−Mm

]]
W

kp
M

=
M−1∑

p=0

N0−1∑

m=0

[
τβ
[
CN [τα[x]]∗ IM0

[
h−p−Mm

]]]
W

kp
M

(
using (10)

)
.
(A.14)

Since CN [τα[x]] is the αth polyphase component of x, we can
define it as follows:

xα = CN [τα[x]]. (A.15)

Substituting xα, α and β, we obtain the realization of the
analysis FB as in (44):

b(k) =
M−1∑

p=0

N0−1∑

m=0

[
τdiv[p+Mm,N]

[
xmod[p+Mm,N]∗IM0

[
h−p−Mm

]]]
W

kp
M .

(A.16)

B. Efficient Implementation Using Weiss
and Stewart Method

In this appendix, we derive the Method C proposed by Weiss
and Stewart in [10].

B.1. Synthesis Bank (Method C). Similarly to the derivation
for Method B in Appendix A, we can express the subchannel
pulse g(k) starting from its A-type L f = LMN = LNM order
polyphase components where L f is the pulse length. Then,
the transmitted signal can be written as

x =
L f −1∑

i=0

τ−i
[
IN
[
A(i) ∗ ILM

[
gi
]]]

. (B.1)

Since the polyphase decomposition of the prototype
pulse yields length one components, we can write them as

gi
(
L f n

)
= g(i)× δ

(
L f n

)
, (B.2)

where δ(L f n) is the Dirac delta function.
Therefore, we obtain

x =
L f −1∑

i=0

τ−i
[
IN
[
A(i) × g(i)

]]
. (B.3)

We now redefine the indices i = α + Nβ = p + Mm
with α ∈ {0, 1, . . . ,N − 1}, β ∈ {0, 1, . . . ,M0 − 1},m ∈
{0, 1, . . . ,N0 − 1}, p ∈ {0, 1, . . . ,M − 1}, and p = mod[α +
Nβ,M],m = div[α + Nβ,M]. Finally, we reach to the
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following final relation:

x =
N−1∑

α=0

LM−1∑

β=0

τ−α−Nβ
[
IN
[
A(p+Mm) × g(α +Nβ

)]]

=
N−1∑

α=0

τ−α
⎡

⎣IN

⎡

⎣
LM−1∑

β=0

τ−β
[
A(mod[α+Nβ,M]) × g(α+Nβ

)]
⎤

⎦

⎤

⎦

(
using (10) and (11)

)

(B.4)

which shows that the transmitted signal is obtained by an S/P
conversion of the polyphase components in (47).

B.2. Analysis Bank (Method C). We can perform a B-type
L f = LMN = LNM order polyphase decomposition
on the analysis subchannel pulse h(k) similarly to what is
done in the synthesis stage. We assume without loss of
generality the pulse h(n) to be anticausal and defined for
n ∈ {−L f + 1, . . . , 0}. Since the polyphase decomposition
of the prototype pulse yields length one components, we can
write them as

h−i(n) = h(−i)× δ
(
L f n

)
. (B.5)

Thus, the analysis FB outputs are obtained as follows:

b(k) =
M−1∑

p=0

⎛

⎝
LN−1∑

m=0

τdiv[p+Mm,N]
[
xmod[p+Mm,N]

×h
(
L f − p −Mm

)])

W
kp
M

(B.6)

which proves (48).
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