SUMMARY This paper provides an overview of power line communication (PLC) applications, challenges and possible evolution. Emphasis is put on two relevant aspects: a) channel characterization and modeling, b) filter bank modulation for spectral efficient transmission. The main characteristics of both the indoor channel (in-home, in-ship, in-car) and the outdoor low voltage and medium voltage channels are reported and compared. A simple approach to statistically model the channel frequency response (CFR) is described and it is based on the generation of a vector of correlated random variables. To overcome the channel distortions, it is shown that filter bank modulation can provide robust performance. In particular, it is shown that the sub-channel spectral containment of filtered multitone modulation (FMT) can provide high notching capability and spectral efficiency. Reduced complexity can be obtained with a cyclic filter bank modulation (CB-FMT) which still provides higher spectral flexibility/efficiency than OFDM.
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1. Introduction

The desire to deliver new communication services without requiring significant investments in the expansion of the telecommunication infrastructure has pushed the development of no-new-wire technologies. Besides wireless and twisted pair copper systems, PLC enables the delivery of a broad range of services exploiting power delivery grids. Since power lines are pervasively deployed, the use of PLC is potentially ubiquitous.

1.1 Some History about PLC, Applications and Standards

PLC is not a recent idea: it was used by power utilities since about 1920, initially for communications over high voltage lines between remote stations. Since then, the application areas have significantly expanded [1]. Broad band internet access offered by PLC, over the distribution network that feeds houses and buildings, was considered of great interest especially in the first decade of the new millennium. Advanced technology was deployed and it proved to be a technically valuable solution. However, the market was already highly penetrated by DSL technology which relegated PLC in few areas, although still some hope exists about its wide use in emerging countries.

In parallel, it was recognized that high speed data coming from last mile communication systems, e.g., DSL and optical fiber, might have found a bottleneck at the house door. Therefore, high speed in-home connectivity was also desirable allowing the home gateway to provide uninterrupted flow of heterogeneous traffic between the outdoor and the indoor network, the service provider and the end user. Wi-Fi has fostered such a paradigm and it has been largely researched, developed and marketed (see the evolution of the IEEE 802.11 standard). However, wireless technology may also experience complications mostly due to unfavorable propagation conditions and limited radiated power for safety reasons that do not allow to grant full coverage at the promised speeds, e.g., in multiple floor dwellings with the presence of reinforced concrete floors. Consequently, complementary technologies were also researched, and PLC found a fertile market where to prove its own validity. Initially, a number of proprietary solutions were developed, but the key for wide deployment was standardization.

A first relevant industry standard was promoted by the HomePlug (HP) Alliance that developed a broadband solution operating in the 2–28 MHz band based on orthogonal frequency division multiplexing (OFDM). The first version HP 1.0 was capable to deliver up to 14 Mbps, the second version HPAV reached a peak rate of 200 Mbps, and the latest version HPAV2 [2], completed in 2012, promises 2 Gbps of peak rate thanks to the extended bandwidth up to 86 MHz, multiple wire transmission (MIMO), precoding and adaptation together with a number of advanced techniques at the MAC layer. However, the first world wide band standard (BB) was standard IEEE P1901 which was ratified in 2010 [3], followed by ITU G.9960 (known as G.hn) [4].

More recently, the high momentum gained by the smart grid concept has reinvigorated research in PLC and in particular of so called narrow band PLC (NB PLC) technology operating in the CENELEC bands (3–148.5 kHz), in the ARIB bands (10–450 kHz) and in the FCC bands (9–490 kHz).

Although the first solutions deployed single carrier modulation (e.g. frequency shift keying (FSK) in the IEC 61334 [5] standard), OFDM was chosen to provide higher speeds in the PRIME and G3 specifications [6], [7]. PRIME and G3 were the basis for the definition of the ITU G.9902 (known as G.hnem) [8]) and the IEEE P1901.2 [9] standards for the use of frequency bands below 500 kHz (ratified at the end of 2012 and 2013, respectively) and data rates up to 500 kbps.

PLC can be applied to provide two-way communication in all three smart grid domains, namely transmission,
distribution and user domains, exploiting high voltage (HV), medium voltage (MV) and low voltage (LV) lines [10]. It can be used to deliver several applications, for instance, remote fault detection, remote station surveillance, or state estimation. It can provide communication capabilities between sensors located in substations so that status can be monitored, and faults detected and isolated. PLC can also be exploited for the detection of islanding events. The main application in the LV part of the network is automatic/smart metering. For this application, PLC has already enjoyed a great deployment success, with about 90 million meters installed in Europe, and many more installed worldwide. Sensing, command, and control applications are also of great interest for applications inside home or building. The in-home PLC network can be exploited for energy management purposes, together with a wide set of home automation applications for increasing security, comfort and life quality. Two further PLC application areas lie in the management and control of micro grids, e.g. local generation grids using renewable energy sources such as solar cells and wind turbines, and in the connection between electrical vehicles and the grid, which can offer a wide set of applications.

There are a number of other application of PLC among which a promising one, but not yet significantly exploited, is in-vehicle (car, ship, plane, train) communication.

1.2 Open Challenges and Paper Contribution

Despite the existence of commercial PLC systems and recently released standards, PLC can still evolve and advanced solutions can be identified to better solve the open challenges which mostly rely on the full understanding of the hostile communication medium, the development of ad hoc modulation and coding techniques, the definition of MAC protocols for lossy channels with time variant behavior in terms of traffic, noise sources and topology changes.

In this paper, challenges and efforts in channel characterization and modeling are reported in Section 2 and Section 3, respectively. A simple vector channel model is presented in Section 3. Physical layer performance is inferred in Section 4. The principles and the rationale for the use of advanced multicarrier modulation schemes are outlined in Section 5. Finally, the conclusions follow in Section 6.

2. Channel Characterization

The characterization of the PLC channel is very important since it allows the development of models and the design of appropriate physical layer transmission technology. The specific characteristics depend on the application scenario and on the used transmission bandwidth. In general, the channel exhibits multipath propagation due to line discontinuities and unmatched loads, which translates in severe frequency selectivity. Differently from wireless, there is no mobility so that the channel is mostly static. However, changes in the wiring topology and the connected loads induce a change in the channel response. Furthermore, cyclic time variations with periodicity equal or double the mains frequency can be present [11]. This is due to the periodic change of the loads impedance with the mains frequency, in particular of those that have rectifying units and AC/DC converters that exhibit a bistatic impedance behavior. Such cyclic time variations are mostly visible at frequencies below 2 MHz. This is because most of the active loads deploy EMI filters that at high frequencies provide a low and stable value of impedance [12].

In order to statistically characterize the channel, we consider three physical quantities: the average channel gain (ACG), the root-mean-square delay spread (RMS-DS) and the coherence bandwidth (CB). Let us denote with \( h(t) \) the channel impulse response assumed to have duration \( D \), and with \( H(f) \) the channel frequency response (CFR) assumed in the band \([F_1,F_2]\). Then, the ACG provides the average attenuation (averaged along frequencies) of the channel and it is defined as

\[
G = \frac{1}{F_2 - F_1} \int_{F_1}^{F_2} |H(f)|^2 df. \tag{1}
\]

The RMS-DS accounts for the energy dispersion of the channel impulse response and it is defined as

\[
\sigma_r = \sqrt{\int_0^D \tau^2 |\mathcal{P}(\tau)| d\tau - \left( \int_0^D \tau |\mathcal{P}(\tau)| d\tau \right)^2} \quad [s], \tag{2}
\]

where the power delay profile, namely \( \mathcal{P}(\cdot) \), is given by \( \mathcal{P}(t) = [h(t)]^2 / \int_0^D [h(\tau)]^2 d\tau \). The CB at level \( \rho \), \( B_c^\rho \), is the frequency for which the absolute value of the correlation function \( R(\nu) \) falls below \( \rho \) times its maximum, i.e., \( B_c^\rho = B \quad \text{s.t.} \quad |R(\nu)| = \rho |R(0)| \) with

\[
R(\nu) = \int_{F_1}^{F_2} H(f + \nu)H^*(f) df. \tag{3}
\]

In this paper the focus is on BB channels, thus in the frequency range above 1.8 MHz, as specified by the HPAV2 standard [2]. Three different scenarios are analyzed: LV in-home, LV in-ship and in-car. We also discuss the outdoor LV and MV characteristics.

2.1 Indoor Channel

In-home LV grids are characterized by a layered tree structure with wires that depart from the main panel, reach derivation boxes and then the final outlets [13]. The presence of many branches give rise to severe frequency selective fading. In the following, we report the results of the analysis of 1300 channel responses acquired in Italian home networks. The considered bandwidth is 1.8–100 MHz. In Fig. 1a, we report the scatter plot of the RMS-DS as a function of the ACG (in dB scale). The robust fit is also reported. The two quantities are negatively related. In [14] and [15], a similar study was performed for two sets of experimental data. The former is the result of a measurement campaign in
the United States (USA) for the 1.8–30 MHz band. The latter reports results obtained in Spain (ESP) for the 2–30 MHz band. In order to compare the results, in Fig. 1a, the robust regression fit of our data in the 1.8–30 MHz frequency range is also shown. A good agreement, especially with the ESP case, can be observed. Slight deviations of the lines slope and y-intercept may be due to the different frequency range, and differences on the procedure adopted to compute the channel impulse response that are reflected on the value of the delay spread.

Fig. 1b shows the relation between the coherence bandwidth $B_c^{(y)}$ and the delay spread of the measured channels. The samples are distributed according to a hyperbolic trend, also depicted in Fig. 1b, that reads $B_c^{(y)} = 0.057/\sigma_c$. A very similar relation was found in [16], for a set of channels measured in France which is $B_c^{(y)}\sigma_c = 0.055$.

### 2.2 In-Ship and In-Car Channels

In this section, we compare the in-ship scenario with the in-car environment. In the former case, we consider the data acquired in a measurement campaign made over the LV distribution network of a large cruise ship [17]. The considered channels are correspondent to two distribution grid sections: the one with a star topology from the substation switchboard to the distribution boards, and the one with a bus bar structure from the distribution board to the room panels. For the in-car case, we consider the measurement database made available and described in [18].

We focus on the mutual dependence of the statistical metrics (ACG, RMS-DS and CB), that are defined in Section 2. In particular, Fig. 2 shows the scatter plot of the RMS-DS versus the ACG and the CB, as well as the hyperbolic and the robust regression fit, for both the in-ship and the in-car scenarios. As can be noted, the robust fit slope for the in-ship scenario (Fig. 2a) is roughly five times the slope of the in-car scenario (Fig. 2c). Moreover, the in-car scenario experiences lower delay spread but similar attenuation, as clarified in Table 1. With respect to the CB, instead, the in-ship case (Fig. 2b) and the in-car case (Fig. 2d) have approximately the same hyperbolic trend (see Table 2 for details). To aid the comparison, the values of slope and y-intercept of the robust regression fit and the coefficient of the hyperbolic fit, for the different considered scenarios are reported in Table 2. Differences w.r.t. the results reported in [17], [19] are amenable to the way the CIR has been computed. It should be noted that the robust regression fit slope of the in-ship scenario is close to that of the in-home case in the 1.8–100 MHz frequency band.

### 2.3 Outdoor LV and MV Channels

Differently from the indoor scenario, a less comprehensive analysis of the outdoor PLC channel is available in the literature for what concerns both the LV and MV part of the distribution grid. A measurement campaign of the LV outdoor channel was performed by the open PLC European research

### Table 1 Average statistical metrics for different channel scenarios in different frequency bands.

<table>
<thead>
<tr>
<th>Scenario</th>
<th>Band (MHz)</th>
<th>$\text{ACG}$ (dB)</th>
<th>$\text{DS}$ (µs)</th>
<th>$\text{CB}$ (MHz)</th>
</tr>
</thead>
<tbody>
<tr>
<td>In-Home</td>
<td>1.8–100</td>
<td>-35.41</td>
<td>0.337</td>
<td>258.11</td>
</tr>
<tr>
<td>In-Home</td>
<td>1.8–50</td>
<td>-33.10</td>
<td>0.357</td>
<td>251.48</td>
</tr>
<tr>
<td>In-Ship</td>
<td>1.8–50</td>
<td>-22.89</td>
<td>0.320</td>
<td>258.83</td>
</tr>
<tr>
<td>In-Car</td>
<td>1.8–50</td>
<td>-27.33</td>
<td>0.102</td>
<td>677.14</td>
</tr>
<tr>
<td>Outdoor LV</td>
<td>1.8–50</td>
<td>-56.96</td>
<td>0.581</td>
<td>140.63</td>
</tr>
<tr>
<td>Outdoor MV</td>
<td>1.8–50</td>
<td>-44.39</td>
<td>0.722</td>
<td>399.59</td>
</tr>
</tbody>
</table>

### Table 2 Robust fit parameters for RMS-DS versus ACG and hyperbolic fit coefficient for RMS-DS versus CB in different scenarios.

<table>
<thead>
<tr>
<th>Scenario</th>
<th>Band (MHz)</th>
<th>Robust fit slope ($\times 10^{-3}$)</th>
<th>y-intercept</th>
<th>Hyperbolic fit</th>
</tr>
</thead>
<tbody>
<tr>
<td>In-Home</td>
<td>1.8–100</td>
<td>-9.129</td>
<td>-0.007</td>
<td>0.057</td>
</tr>
<tr>
<td>In-Home</td>
<td>1.8–50</td>
<td>-8.794</td>
<td>0.040</td>
<td>0.055</td>
</tr>
<tr>
<td>In-Ship</td>
<td>1.8–50</td>
<td>-9.883</td>
<td>0.087</td>
<td>0.063</td>
</tr>
<tr>
<td>In-Car</td>
<td>1.8–50</td>
<td>-1.926</td>
<td>0.044</td>
<td>0.064</td>
</tr>
</tbody>
</table>
association (OPERA) project [20]. From the measurements, a
deterministic model was proposed so that 8 reference chan-
nels responses have been tabulated.

Fig. 3a shows the frequency response of three dif-
ferent OPERA reference channels, corresponding to high
(350 m), medium (250 m) and low (150 m) attenuation
and decreasing path length. The average path loss profile
\( \overline{\text{PL}} = 10 \log_{10} E[|H(f)|^2] \), where \( E[\cdot] \) denotes the expecta-
tion, obtained from the full set of 8 responses is also re-
ported. For comparison a typical in-home channel response
is also shown. As can be noted, the in-home channel ex-
hibits high frequency selectivity but lower attenuation, due
to a very high number of branches, discontinuities and un-
matched loads, as well as the deployment of short cables.
Contrariwise, the outdoor LV channels introduce high atten-
uation but negligible fading effects. Cable attenuation domi-
nates w.r.t. multipath fading.

We now consider the MV channel analyzing data ob-
tained in a measurement campaign performed in northern
Italy in 2013 and consisting of 122 responses. In Fig. 3b, the path loss for a good, a medium and a bad outdoor MV
channel realization (ranked according to the capacity/rate
they offer), as well as the average path loss, are depicted. It
should be noted that such channels are less attenuated than
the LV outdoor channels. Furthermore, the average path loss
profile is only slightly worse than the indoor LV case. Some
further analysis of the outdoor MV channel in a grid feeding
an industrial scenario is presented in [21].

### 2.4 Remarks

In order to compare the different scenarios, Table 1 reports
the average ACG, RMS-DS and CB values. For the in-home
scenario, besides the 1.8–100 MHz frequency range, also
the 1.8–50 MHz is considered for a fair comparison with the
other scenarios, where acquisitions are limited at 50 MHz.

The highest ACG is experienced by the in-ship chan-
nels. This is probably due to the fact that many channels
belong to a section of the grid having a star style configura-
tion with a reduced number of branches and discontinuities.
The in-car environment has the second highest ACG which is
due to the shortness of the communication links. For the
same reason this scenario presents the lowest RMS-DS, fol-
lowed by the in-ship and the in-home case, respectively. The
outdoor LV and MV channels have lower values of ACG and
higher RMS-DS, due to the length of paths. The coherence
bandwidth is approximately the inverse of the delay spread,
thus a low delay spread implies a high coherence bandwidth
and viceversa, as shown in Table 1.

As can be seen in Fig. 3, both the LV and MV outdoor
channels have a decreasing path loss profile with frequency.
This fact, together with the need of delivering low data rate
services has pushed the development of PLC technology op-
erating at low frequencies. However, it should be observed
that what concurs to achieve good performance is not simply
the good channel response but also the low presence of
noise. In fact, channel capacity (and thus achievable rate by
practical transmission schemes) is determined by the signal-
to-noise ratio (SNR) at the receiver. The noise in PLC is a
combination of several contributions: the background sta-
nationary noise, the impulsive noise with both periodic and
aperiodic components which is introduced by noisy loads,
switching devices and plug-in/plug-out procedures [1]. Of-
ten, the overall noise contribution is estimated by measuring
the power spectral density (PSD) of the noise averaged over
a long period of time. Typical noise PSD profiles are re-
ported in Fig. 4 for the indoor and outdoor scenarios. The
figure shows an exponentially decreasing profile which can
be modeled for the in-home scenario as [22]

\[
PS D_H^{in}(f) = a + b|f|^c \quad \text{[dBm/Hz]}, \quad (4)
\]

while for the outdoor LV and MV scenarios as [23]

\[
PS D_H^{LV,MV}(f) = a + be^{fc} \quad \text{[dBm/Hz]}, \quad (5)
\]

for a certain choice of the parameters \( a, b, c \), which may be different for each model and scenario. Interestingly, even
the best indoor case (lowest noise possible) exhibits a noisier environment compared to the outdoor LV case. The average SNR at the receiver, taking into account the effect of the channel can be computed according to the equation

\[
\text{SNR} = E \left[ \sum_{f} \frac{P_S(f) |H(f)|^2 df}{\int_{f} P_w(f) df} \right] \quad \text{[dB]}, \quad (6)
\]

where \(P_S(f)\) and \(P_w(f)\) denote the transmitted signal and the noise PSD. For instance, in the outdoor LV scenario, assuming a transmission at a constant PSD level of \(-50\) dBm/Hz, the average SNR for the CENELEC 3–148.5 kHz band, the FCC 9–490 kHz and the 1.8–30 MHz BB, is equal to 34.86, 37.34 and 39.65 dB, respectively. This shows that potentially higher SNRs are experienced with the use of BB PLC than with NB PLC in the smart grid context. In turn, BB PLC has the potentiality to offer higher noise margins and not only higher achievable rates. This has also been shown with a comparison between the use of NB OFDM and impulsive ultra wide band (UWB) modulation in [24]. However, BB PLC may undergo more severe limitations to grant EMC and coexistence according to current norms.

3. PLC Channel Modeling

Despite the fact that the PLC channel appears to have an unpredictable behavior, significant progress has been made in terms of modeling. There are typically two approaches that are referred to as top-down and bottom-up. Initially, deterministic models were developed and more recently statistical models have been proposed.

In the top-down approach, the channel response is obtained by fitting a certain parametric analytic function with data coming from the experimental measures. In particular, the multipath nature of the channel, as well as the effect of lossy cables, were captured by the frequency response deterministic model in [25]. The idea of developing a statistical top-down model by introducing some variability in the model in [25] was firstly presented in [26]. The refinement of such a model to fit experimental data from an in-home measurement campaign up to 100 MHz was done in [27]. Another statistical model of the CFR was proposed in [28], while a simple time-domain multipath random generator was presented in [14].

The bottom-up approach, instead, models the channel transfer function exploiting the transmission line theory. Therefore, its application requires the knowledge of the network topology in terms of wiring cables and loads. The complex structure of the network can be described via ABCD or scattering parameter matrices [29]. A first proposal to use a bottom-up statistical channel generator was presented in [22]. In this model, an abstract statistical description of a simple topology was made, followed by the application of the ABCD matrix approach to derive the CFR. This approach allowed also to model the channel periodic time variations by adding a number of time variant loads, as it was done in [30]. A more realistic statistical description of in-home networks was evolved in [13]. Herein, a voltage-ratio approach was also proposed to efficiently obtain the channel transfer function in complex networks with many nested branches. The statistics of the in-home channel were inferred in [31] as a function of different network parameters, as wiring structures, size, and loads.

3.1 Random Vector Channel Model

In this section, we show that it is possible to use a new and conceptually simple approach to model the BB channel. To start, let us express the CFR in amplitude and phase, as \(H(f) = r(f)e^{i\varphi(f)}\). Then, if we knew the joint statistics of the amplitude \(r(f)\) and the phase \(\varphi(f)\) we could generate the CFR. The characterization of the channel from measurements has shown that the amplitude is well fitted by the log-normal distribution, while the phase has a uniform distribution. However, both of them exhibit a correlation among different frequencies. To proceed, we consider the logarithm of the CFR, defined as follows

\[
H_{db}(f) = \log \{r(f)\} + i\varphi(f) = \gamma(f) + i\varphi(f). \quad (7)
\]

where \(\gamma(f)\) is the CFR amplitude in dB with mean \(m(f)\) while \(\varphi(f)\) is the phase with zero mean. The covariance of the CFR in dB is given by

\[
R(f, \nu) = E\left[ (H_{db}(f) - m_{H_{db}}(f))(H_{db}(\nu) - m_{H_{db}}(\nu))^* \right] = R^r(f, \nu) + R^i(f, \nu) + i[R^r\varphi(f, \nu) - R^i\varphi(f, \nu)], \quad (8)
\]

where \(f\) and \(\nu\) identify the frequencies, while \(R^r(\cdot, \cdot)\) and \(R^i(\cdot, \cdot)\) are the auto-covariance of the real part, the imaginary part and the covariance among the real and the imaginary part, respectively. Potentially, the knowledge of the covariance can lead us to model the channel in a certain frequency band, i.e., in a certain discrete number of frequencies, as a vector of correlated random variables with a certain covariance matrix. This is what will be done in the following considering the in-home channel in the 1.8–100 MHz frequency band. As a term of comparison of the correlation among the variables we refer to the normalized covariance matrix as the covariance matrix normalized by the product of the standard deviations of the considered variables. As the correlation, the normalized covariance matrix changes from 0 to 1.

3.1.1 In-Home Random Vector Channel Model

According to previous works [14], [32], [33], it is known that the amplitude (in dB) \(\gamma(f)\) for the in-home scenario is well modeled by a normal distribution with a certain mean. The phase \(\varphi(f)\) is uniformly distributed in the interval \((-\pi, \pi)\) [33]. From our database of 1300 responses we have computed the normalized covariance matrix among \(\gamma(f)\) and \(\varphi(f)\) in the frequency range 1.8–100 MHz, showing an average correlation coefficient \(\rho^{rf} = 0.033\) (with a maximum
value of $\rho_{\text{max}}^{\gamma,\phi} = 0.158$). Since $\tilde{F}_{\gamma,\phi} = E[\tilde{F}(\gamma,\phi)] \equiv 0$, we can assume that $\gamma(f)$ and $\phi(f)$ are uncorrelated. Although, uncorrelation does not imply statistical independence, to provide a simple description of the model, in the following we assume them to be independent. Moreover, the normalized covariance matrix of the experimental channels in dB scale has been computed. Analyzing the imaginary part, it can be noted that the average value $\tilde{g}_{\text{max},\text{imag}} = 0.024$ (with a maximum value of $\tilde{g}_{\text{max},\text{imag}} = 0.130$) is quite low. Thus, according to equation (8), we can assume $R^{\gamma,\phi}(f) - R^{\gamma,\phi}(f, \nu) \approx 0$. Hence, the covariance of the experimental measures in dB scale is real and is equal to the sum of the covariance of the amplitude and the phase (8). Therefore, in the rest of this section, we discuss results concerning only the real part of the covariance matrix of $H_{\text{dB}}$.

In summary, the CFR (in dB) generation simplifies into the generation of a vector of correlated normal variables plus a vector of correlated uniform random variables. In order to generate correlated amplitudes, the normality of $\gamma(f)$ can be exploited, as done in [32], so that $\tilde{F}_{\text{dB}} = (K)^{1/2} \gamma_{\text{dB}} + \text{m}$, where $K$ is the $N \times N$ amplitude covariance matrix, while $\gamma_{\text{dB}}$ is a vector of independent normal variables of size $N$, that is equal to the considered number of frequency samples. Furthermore, $\text{m} = E[H_{\text{dB}}]$ is the average amplitude obtained from the experimental measures.

Instead, the generation of a vector of uniform random variables with normalized covariance matrix $\Sigma$ requires a more complex procedure described in the following steps. The procedure can be derived by recalling the relation existing between the Pearson (linear) and the Spearman (rank) correlation for normal variables, some details of which are reported in the Appendix [34]. Thus, let $\Sigma$ be the target normalized covariance matrix. Let $F(\cdot)$ be the normal distribution function. Then, we generate a vector of normal r.v. $\gamma$ with normalized covariance matrix $\tilde{\Sigma} = 2 \sin(\Sigma \pi/6)$. Finally, we obtain the vector of correlated uniform r.v. as $\text{u} = F(\text{u})$.

The comparison among the normalized covariance matrices of the CFR in dB scale for the measured channels (on top) and the simulated channels (on bottom) is depicted in Fig. 5 in absolute value. The range of possible values from 0 to 1 are represented by a monochromatic scale from clear to dark, respectively. As can be noted, the normalized covariance is particularly high among neighboring frequencies (around the main diagonal). However, even for very far away frequencies, the values are still pronounced (in the order of 0.3–0.4). The comparison shows that the difference among the experimental and the simulated channels normalized covariance matrix is very small and only few regions (especially those close to the transition between high (~0.9) and low (~0.3) covariance) show a slight difference. This is most likely due to numerical approximations and the assumed approximated statistics of the amplitude and phase.

4. Inferring the Physical Layer Performance

From the channel and noise characterization, we can infer the performance achievable at the physical layer by computing the channel capacity. This is herein done under the assumption of Gaussian background noise. It has to be emphasized that the true capacity of the PLC channel is still unknown since the statistics of the noise has not been thoroughly investigated yet. More in detail, we consider the in-home case and we infer the improvement provided by the frequency band extension from 1.8–30 Hz to 1.8–100 MHz. Moreover, concerning the range 1.8–30 MHz, we consider both the outdoor LV and MV scenarios. Furthermore, beside the theoretical capacity, also the achievable rate obtained through the use of CB-FMT and OFDM transmitting schemes has been evaluated for all the scenarios, as it will be discussed in the next section. Fig. 6 depicts the achievable rate complementary CDF (C-CDF) for the theoretical case for the indoor and outdoor LV and MV environments. We assume a $-50$ dBm/Hz transmitted PSD constraint in the 1.8–30 MHz and a flat $-80$ dBm/Hz PSD in the 30–100 MHz. Notching is typically required in BB PLC to allow coexistence with radio amateur and broadcast signals. Therefore, the PSD notching mask depicted in Fig. 7 is herein used to derive results. The colored background noise models, named in-home (best), outdoor LV and outdoor MV in Section 2.4, are herein adopted for each different environment, respectively. Fig. 6a, beside the C-CDF of the experimental measures, also reports the curves obtained using the vector channel model presented in Section 3.1.1. Furthermore, it shows that there is a good agreement between the C-CDF obtained with the experimental channels and with the simulated ones. Moreover, the extension of the frequency band provides a significant performance improvement. However, this improvement is not proportional to the bandwidth enlargement. In this respect, we can define the spectral efficiency $\eta$ as the ratio between the maximum achievable rate and the transmission bandwidth. The spectral efficiency coefficient for the in-home 1.8–30 MHz case is $\eta_1 = 13.42$, while for the 1.8–100 MHz is $\eta_2 = 7.54$, with similar values for both experimental and simulated chan-
nels. As can be noted, $\eta$ decreases as the bandwidth increases. This is due to a lower transmission PSD limit in the band beyond 30 MHz (~80 rather than ~50 dBm/Hz, as required by the HPAV2 [2]) and to a larger channel attenuation (PLC networks have a typical frequency decreasing path loss profile). This results in a small SNR and thus in a reduced rate gain per bandwidth extension.

As can be seen in Fig. 6b, the MV outperforms the LV scenario in terms of achievable rate C-CDF. Although the MV noise PSD is higher than that of the LV scenario (see Fig. 4), the MV environment is affected by a lower channel attenuation, as depicted in Fig. 3.

5. Filter Bank Modulation

Both NB and BB state-of-the-art PLC systems deploy multicarrier modulation (MCM) at the physical layer. In MCM a high data rate information sequence is split in a series of $K$ low data rate sequences transmitted in one of the sub-bands in which the wide band spectrum has been partitioned. The $k$-th data signal, $u^{(k)}(\ell N)$, comprises a stream of complex data symbols belonging to a certain constellation, e.g., $M$-QAM or $M$-PSK, transmitted with normalized period $N$.

The MCM transmitter can be viewed as a synthesis filter bank (FB) where the low-data rate information sequences are interpolated by a factor $N$ and, then, filtered with a prototype pulse that is identical for all sub-channels. The filter outputs are multiplied by a complex exponential to obtain a spectrum translation. Finally, the $K$ modulated signals are summed together yielding the discrete time signal

$$x(n) = \sum_{k=0}^{K-1} \sum_{\ell \in \mathbb{Z}} a^{(k)}(\ell N) g(n - \ell N) W_{k}^{\ell n k}, \quad n \in \mathbb{Z}$$

where $g(n)$ is the prototype pulse and $W_{k}^{n k} = e^{j2\pi nk/K}$ is the complex exponential function. The receiver can be seen as an analysis FB where the received signal $y(n) = x*h_{CH}(n) + \eta(n)$, with $*$, $h_{CH}(n)$, and $\eta(n)$ denoting the linear convolution operator, the discrete time channel impulse response and the additive background noise, is multiplied by a bank of complex exponential functions. The obtained signals are filtered with a prototype pulse $h(n)$ and, finally, sampled by a factor $N$. The $n$-th sample in the $k$-th sub-channel output is then given by

$$z^{(k)}(nN) = \sum_{\ell \in \mathbb{Z}} y(\ell) W_{k}^{\ell n k} h(nN - \ell).$$

Specific schemes can be realized depending on the choice of the FB design, e.g., OFDM, FMT, OQAM/OFDM [1]. If the prototype pulse $g(n)$ is a rectangular time window the popular OFDM [35] solution will be obtained. If a more relaxed window is used, e.g., a raised cosine window in time, pulse shaped OFDM will be obtained. For instance, ITU G.hnem, HPAV, IEEE P1901 and ITU G.hn use all pulse shaped OFDM. If on the contrary, the sub-channel frequency confinement is privileged, then the filtered multi-tone (FMT) modulation solution will be obtained [36], [37]. In such a case, a possible choice consists in the use of a truncated root-raised-cosine prototype pulse. An orthogonal FB design is also possible as described in [38]. The rationale for the deployment of FB modulation in PLC is due to the fact that the channel is severely frequency selective. Consequently, the equalization task in single carrier modulation can be too complex. On the contrary, for instance, in FMT the sub-channels are well frequency confined, therefore the inter-channel interference (ICI) is negligible while the residual sub-channel inter-symbol interference (ISI) can be mitigated with simple one-tap sub-channel equalization. Furthermore, FB modulation allows to op-
timally allocate resources through bit and power loading across the sub-channels, thus approaching capacity. In PLC, it is also important to offer spectrum agility by implementing notching of parts of the spectrum. This is because coexistence with radio systems operating in the same spectrum must be granted. Although this can be done with conventional OFDM, its poor sub-channel frequency confinement offers poor notching selectivity. In detail, to respect a certain notch masking, an excessive number of sub-channels must be switched off so that a significant data rate penalty is introduced. This justifies the proposal to use FB modulation where the FB is designed to have good sub-channel frequency localization properties. In addition, to grant high flexibility, the FB parameters can be adapted to the channel conditions. For instance, in OFDM the cyclic prefix (CP) length can be adjusted to offer the highest capacity [39]. Similarly, this can be done in FMT by adapting the pulse shape and the interpolation factor \( N \) [1].

As an example, in Fig. 10 we report the achievable rate in Mbps as a function of the number of sub-channels \( K \) used for OFDM for a specific channel realization (corresponding to the median channel ranked in terms of capacity selected from the database of measured channels). The CP length is chosen so that the highest rate is offered under the further constraint of fulfilling the notching mask in Fig. 7. The noise PSR is the best according to the model in Fig. 4. The figure shows that the offered rate increases with the number of sub-channels since the overhead introduced by the CP is reduced and better notching capability is obtained. However, the performance gap from the channel capacity is high. Such a gap can be reduced by deploying FMT. In this example, FMT uses long root-raised-cosine pulses with roll-off set to 0.2 and one-tap sub-channel fractionally spaced equalization. The interpolation factor is equal to \( N = 4/3K \) and the filter length is equal to 20\( N \). Therefore, significantly better notching capability is achieved.

However, the use of long prototype pulses increases the implementation complexity. The efficient polyphase discrete Fourier transform (DFT) based realization has a complexity that grows with the pulse length [38]. It is therefore important to design short prototype pulses with good time/frequency localization.

In order to reduce the complexity in FMT, recently, the use of a different architecture where the linear convolutions in (9) are replaced with circular convolutions has been proposed [40]. Furthermore, the transmission takes place in blocks, similarly to OFDM. The scheme is referred to as cyclic block FMT (CB-FMT). The CB-FMT scheme is sketched in Fig. 8. The CB-FMT transmitted signal can be written, for \( n \in \{0, \ldots, M-1\} \), as

\[
x(n) = \sum_{k=0}^{K-1} \sum_{l=0}^{L-1} g^{(k)}(\ell N) g((n - \ell N)_M) W_{k}^{-n_k}, \tag{11}
\]

where \( g((n)_M) \) denotes the periodic repetition of the prototype pulse \( g(n) \) with a period equal to \( M \), i.e., \( g((n)_M) = g(mod(n, M)) \) where \( mod(\cdot, \cdot) \) is the modulo operator.

The circular convolution is applied also in the analysis FB at the receiver. This allows to realize an efficient frequency domain implementation [41]. In Fig. 9, the CB-FMT receiver efficient implementation is shown. It comprises: a DFT of \( M = LN \) points equal to the prototype pulse length, a sub-channel equalizer, matching the output signals with the filter coefficients \( H(i) = G^*(i) \) where \( G(i) \) denotes the DFT of the prototype pulse, a periodic repetition, and a final IDFT of \( L \) points. The sub-channel equalizer can be designed according to the MMSE criterion [42].

Now, in Fig. 10 the achievable rate for CB-FMT is shown. For CB-FMT, a rectangular frequency domain pulse is used (which renders the system to be the dual of OFDM). The interpolation factor is equal to \( N = K \) and the filter length is equal to 4\( K \). For both CB-FMT and OFDM a CP is added to the transmitted signal to reduce the interference between different blocks. The CP duration is optimized to maximize the achievable rate. Fig. 10 shows that CB-FMT provides better performance than OFDM. For \( K = 1024 \), CB-FMT is not far away from FMT but it has significant less complexity, i.e. the CB-FMT complexity is about 36\% of the FMT complexity. The ability of providing good notching selectivity is shown in Fig. 7, where the PSD of the transmitted CB-FMT signal is compared to the target notching.
mask. Going back to Fig. 6, CB-FMT outperforms OFDM in the 1.8–30 MHz band in terms of achievable rate, offering about 51%, 45% and 51% of the theoretical channel capacity, for the in home, LV and MV channels, respectively.

6. Conclusions

PLC has become a mature technology that can find application in many different scenarios: from in-home automation and networking, to smart grid applications, to in-vehicle communications. Despite the existence of recently standardized NB and BB PLC systems, there exists space for their further evolution. A challenging aspect is the design of reliable communication techniques that can cope with the nasty channel. We have described the main characteristics of the PLC channel for different scenarios showing that in all cases severe frequency selectivity and attenuation is exhibited. Nevertheless, the inferred capacity (under the Gaussian noise assumption) is high and motivates the development of capacity approaching schemes. Among them, filter bank modulation has the ability to offer high spectral efficiency, spectrum agility and adaptive notching for coexistence with radio systems operating in the same band. Among the filter bank modulation schemes, FMT has the potentiality of providing higher performance than OFDM given its better sub-channel spectral containment and the ability to better exploit the channel diversity through sub-channel equalization. However, its complexity can be higher. Therefore, simple realizations are advisable. In this respect, we have presented cyclic block FMT which follows the idea of synthesizing well frequency localized sub-channels. However, the filter bank uses circular convolutions instead of linear ones. CB-FMT has lower complexity than FMT and still has the potentiality of improving the OFDM performance.
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